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Diffusion mechanism of bound Schottky defect in magnesium oxide
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In simple ionic crystals, intrinsic point defects must satisfy electrical neutrality and exist as Schottky defects.
In magnesium oxide (MgO), a Schottky defect is then a combination of anionic and cationic vacancies. Since
vacancies are charged, the stable configuration of the Schottky defect corresponds to a bound pair of vacancies
of opposite signs. In this study, we investigate the kinetics of formation and migration of such a bound pair on
long timescales reaching in some cases thousands of seconds using the kinetic activation-relaxation technique, an
off-lattice kinetic Monte Carlo method with an event catalog built on-the-fly during static molecular simulations.
We show that the diffusion of this bound Schottky defect involves the migration of vacancies bounded to the first
and third neighbor sites of the crystal structure with an apparent migration energy which cannot be inferred from
the migration energies expected from isolated defects. Overall, this study gives insights and constraints on the
oxygen diffusion mechanism reported experimentally in high-purity MgO samples.

DOI: 10.1103/PhysRevMaterials.5.033609

I. INTRODUCTION

In ionic crystals, a Schottky defect (SD) is a combination
of point defects which satisfies electrical neutrality. Since the
presence and the diffusion of point defects, including Schottky
defects, in ionic crystals can affect directly the mechanical,
chemical, and even optical properties of materials, the point
defect chemistry and point defect diffusion properties in ionic
materials have been the subjects of numerous studies [1–3].
A comprehensive overview of diffusion properties includes
theoretical studies with the aim to provide not only forma-
tion energies of point defects but also activation energies for
diffusion. Nevertheless, a comprehensive treatment of point
defect properties remains challenging from the experimental
point of view but also on the theoretical side. An example
is complex point crystal chemistry in ionic materials which
may lead to experimental restrictions in the determination of
concentrations and diffusion coefficient of intrinsic species.
Numerically, standard ab initio and classical molecular dy-
namics (MD) methods suffer from spatiotemporal limitations
that often prevent them from accessing scales relevant to ex-
perimental conditions. Over the last decades, however, new
algorithms have made it possible to lift these limitations while
preserving the richness of the energy landscape. This is the
case of the kinetic activation-relaxation technique (kART), a
fully off-lattice kinetic Monte Carlo (KMC) method with on-
the-fly construction of the event catalog [4–7]. This method
lifts the traditional constraints of standard KMC approaches,
which require beforehand knowledge of the activation events
and include only limited treatment of the short- and long-
range important elastic effects. Magnesium oxide (MgO) in
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its rocksalt structure (B1) has been considered for many years
as an archetype material for the physical characterization of
ionic solids and ceramics. It has also long been considered
as a reference material for both experiments and theories to
probe growth mechanisms in charge transfer taking place in
insulating oxides [8,9]. In MgO, a Schottky defect is consti-
tuted by a pair of an oxygen and a magnesium vacancy. In
this simple ionic structure, it is well established that oxygen
diffusion is significantly slower than magnesium diffusion at
least when point defects are considered individually. Indeed,
because oxygen and magnesium vacancies are charged de-
fects, the SD can exist as different configurations ranging
from the isolated charged vacancies to a bound state. The
diffusion of bound SDs has been discussed in MgO by Yang
and Flynn [10] with respect to diffusion measurement of high-
purity MgO grown by molecular beam epitaxy. However, the
detailed mechanism for bound MgO vacancy pair diffusion is
still unknown. Despite numerous theoretical studies, relying
on both classical MD [11,12] and ab initio methods [13,14],
involving accelerated MD [15], a proper description of bound
SD migration is missing as recognized by Amman et al.
[16] a few years ago. The limitations of standard methods
as described above may explain why up to now, most of the
diffusion studies have been focused on the diffusion paths of
isolated vacancies [13,17]. The goal of this study is to fill the
gap and to be able to constrain the oxygen vacancy diffusion
mechanism in high-purity MgO as the one reported by Yang
and Flynn [10]. We focus on the diffusion mechanism of a
bound SD. Using the kART method, the kinetics of the various
vacancy configurations are investigated over a large range of
temperature and timescale. We establish the diffusion path
of the SD in MgO and its temperature dependency by the
determination of the diffusion coefficients.
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II. METHODS

A. Atomistic simulations

Throughout this study, molecular static simulations are
performed using the LAMMPS (Large-scale Atomic/Molecular
Massively Parallel Simulator) [18] code. The interactions be-
tween ions are modeled according to a classical pairwise
potential of Buckingham form. Long-range interactions are
thus relying on a Coulomb term here summed by means of
the particle-particle-particle mesh (pppm) method [19] and
at short range, the interaction Mg-O and O-O are explicitly
treated by the Buckingham formulation. The parametrization
used here corresponds to the Ball and Grimes model as de-
scribed in Ref. [20], in which the charge of ions, q, is set to
±1.7e. Such a parametrization with partial charges is chosen
for consistency with Bader charge analysis as determined
from ab initio calculations [13] and was previously success-
fully applied to diffusion in MgO [20]. In the following,
atomistic simulations are performed with 3D periodic bound-
ary conditions for system sizes ranging from 2744 atoms to
195 112 atoms and energy minimization is achieved by means
of a fast inertial relaxation engine (FIRE) algorithm [21]. Ac-
cording to the potential parametrization, the lattice parameter
a of MgO is equal to 4.2182 Å, which is consistent with its
experimental determination [22,23].

B. Kinetic activation relaxation technique

Diffusion pathways for the SD vacancies are generated us-
ing the kinetic activation-relaxation technique (kART) [4,24].
For a complete overview of the ART method, one can refer
to the recent reviews from Mousseau and co-workers [5,25].
In the next section, we briefly review the basic algorithm and
specific parameters used in this study.

All kART simulations start from an initial configuration
from which a pair of opposite vacancies have been randomly
introduced. After a first minimization of the total configura-
tion, an event catalog is generated. First, going through all
atoms in the lattice, local topologies surrounding all atoms are
determined using the graph isomorphism algorithm NAUTY
[26]. A graph is generated by linking atoms contained in a
sphere with a radius of 6 Å around the central atom according
to a cutoff distance of 2.8 Å to ensure the inclusion of the
first-neighbors atoms only. Self-loops are added to the second
species to preserve chemical identify in the graphs. The gen-
erated graph, which contains about 80 summits, is then treated
with NAUTY, which assigns a unique key to each different au-
tomorphic class and returns a map associating the summits of
the specific graph with that of a generic one, facilitating the re-
construction of events. If the found topologies are not already
in the catalog, a mapping of the events around the central atom
is launched using the activation-relaxation technique (version
ART nouveau or ARTn) [27,28]. This method offers a highly
efficient and unbiased approach to find local transition states
surrounding a given minimum, without the need to first guess
a pathway [29]. For simple systems, 25 ARTn event searches
are typically performed for each new topology; this number
can be increased to 50 to ensure the completeness of the event
catalog in more complex situations. The number of searches
is also generally increased for frequent topologies. To ensure
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FIG. 1. View of the MgO unit cell showing the first, second, and
third nearest neighbor distances separating the cationic and anionic
vacancies, labeled 1nn, 2nn, and 3nn, respectively.

detailed balance, the connectivity between two states involved
in the event is checked by relaxing from their saddle point in
both directions and the event is added to the catalog associated
with both the initial and final topologies. The transition state
theory [30] is then applied when all events are well identified
and the system evolves in time according to Poisson distri-
bution law [31]. One event is chosen from the generated tree
randomly which has a probability relative to its rate and thus
the system advances from a step to another. To prevent being
trapped by low-barrier events associated with nondiffusive
mechanisms, we use the basin accelerated mean-rate method
(bacMRM) [24] which solves them analytically. We choose
a threshold of 0.1 eV to not consider these flickering states
without affecting the real kinetic. To reduce computational
costs, we also concentrate the searches for events only on
atoms that are in noncrystalline environments, i.e., those that
are within 4.0 Å from a defect. This restriction only removes
the very high energy and events associated with the creation
of a defect pair in the crystal, without affecting the kinetics of
defects already present in the lattice.

C. Nudged elastic band calculations

In order to confirm the accuracy of the heights of some
migration barriers found with kART, we used the climbing
nudged elastic band (NEB) method [32,33]. It is a simulation
technique that allows us to find the minimum energy path
(MEP) between two predetermined relaxed states. The details
of this method can be found in Ref. [32]. It is however im-
portant to make precise all the parameters that we used in our
simulations. The force criterion was fixed to 1 × 10−6 eV/Å.
We used 12 intermediate states and a relatively high spring
constant (2 eV/Å2) to prevent intermediate replica to mini-
mize the stable configuration and a time step of 0.1 fs.

III. RESULTS

A. Formation energy of Schottky defects

The formation energy of the SD was computed for different
configurations (Fig. 1), corresponding to different distances
d [involving different nearest neighbor (nn) shells] between
vacancies of opposite types carrying opposite charges ±q.
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FIG. 2. Formation energy of Schottky defects for (a) 1nn, (b) 2nn, (c) 3nn, and (d) 4nn to 9nn configurations depending on cubic box
volume L3 and its corresponding number of atoms. Corrections and scaling (explained in Sec. III A) are indicated with dashed lines.

Since a pair of charged vacancies is introduced inside a pe-
riodic system of typical length L, in order to compute the SD
formation energy EF , one has to correct the minimized energy
ESD of the system for the long-range periodic interactions.
Here the formation energy was evaluated from the following
expression:

EF = ESD − NE0 − Eel , (1)

where ESD is the energy of a system containing 2N ions and
a SD, E0 is the absolute energy of a pair of a magnesium and
an oxygen ions in a bulk system, and Eel is the long-range
periodic correction energy hereafter assumed to be in the form
of an infinite dipole correction term and therefore scaling as a
function of d2

L3 . The effect of such correction can be observed
in Fig. 2, and the corresponding SD formation energies are
given in Table I.

The formation energies of the SD are configuration de-
pendent; i.e., they depend on the distance d between the
two vacancies of opposite charge (Fig. 2). The lowest for-
mation energy, which defines the bound SD configuration,
corresponds to the typical case of a divacancy where the
vacancies are in the first nearest neighbor configuration (1nn)
with EF = 4.18 eV. When plotting the formation energies as a
function of d as done in Fig. 3, it is seen that for widely spaced
SDs, EF follow a linear trend described by the Coulombic
interaction between the two opposite charged defects. This
trend tends, for infinitely spaced vacancies, to the value of
6.42 eV, a formation energy in excellent agreement with the
one obtained from the independent calculations of the indi-
vidual oxygen vacancy (VO) and magnesium vacancy (VMg)
formation energies (predicting 6.42 eV in the case of isolated
(noninteracting) defects; the formation energy of isolated

vacancies has been calculated by introducing each vacancy
inside the periodic system according to Leslie and Gillan’s
work [36]). At small spacing distance, we note that such a
purely electrostatic (or Coulombic) behavior is not satisfied,
suggesting that other contributions, including potentially an
elastic relaxation of ions, also play a significant role in the
energy budget. Consequently, the 3nn configuration has a
formation energy lower than the 2nn configuration.

B. Kinetics of migration

The kART simulations are launched from an initial atomic
configuration where the two vacancies are far from each other
and run until defect aggregation is completed, typically over

TABLE I. Calculated Schottky defect formation energies at
different configurations depending on distances separating the vacan-
cies. The values are compared to available DFT results. All values are
in eV.

Configuration This work DFT works

1nn 4.18 3.70 [34], 3.74 [34], 3.88 [16], 4.6 [13]
2nn 5.63 5.9 [13]
3nn 5.26 5.7 [13]
4nn 6.42
5nn 6.39
6nn 6.40
7nn 6.40
8nn 6.41
9nn 6.44
∞ 6.42 5.54 [34], 5.79 [34], 5.97 [13], 6.88

[14], 7.5 [35]
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FIG. 3. Scaling of the SD formation energy with a Coulombic
term, q2

4πεd . ε is taken here as 8.5ε0 as given by our parametrization
of the interaction force field.

100 KMC steps or more. Simulations are repeated at vari-
ous temperatures between 500 and 2000 K to establish the
different diffusion modes for the SD. The mean squared dis-
placements (MSDs) recorded during our set of simulations are
shown in Fig. 4. Two different regimes can be distinguished
in the MSD plots. A first, short, initially high-slope regime is
followed by a second regime with a lower slope. The high-
slope initial stage corresponds to the setup of the simulation,
in which the two vacancies evolve initially from their almost
isolated configuration to a 1nn bound SD configuration (i.e.,

the minimum energy configuration of the system). The second
regime corresponds then to the motion of strongly correlated
vacancies, i.e., the bound SD.

For both regimes, the slopes of the MSD are temperature
dependent. In the first regime, depending on the temperature,
the diffusion processes leading to the aggregation of defects
involve the diffusion of the two vacancies at different rates. At
low temperature, below about 1200 K, this transient regime is
completely dominated by the cationic vacancy displacements
with few or no VO jumps. In this temperature range, VO dif-
fusion is negligible compared to VMg diffusion, and one may
literally see VMg diffusing toward VO in our simulations. At
higher temperatures, both vacancies diffuse toward a 1nn SD
configuration although one can still observe from Fig. 4 that
VMg diffusion is faster than VO.

Once vacancies are aggregated to form the 1nn SD, dif-
fusion of the SD is conditioned by the anionic jumps as
described kinetically later by describing the energy barriers
of the dominant mechanisms.

C. Migration energies

When the vacancies are well separated (i.e., in the initial
phase of the simulation), the migration energy barriers of Mg
and O vacancies are 1.53 eV and 1.70 eV, respectively. Since
our calculations show that once the vacancies aggregate into a
divacancy (1nn configuration) the bound SD exhibits a distinct

FIG. 4. Mean squared displacement (MSD) as a function of the elapsed time of cationic and anionic vacancies in MgO. Green and red
tracers are relative to Mg and O vacancies relatively. 16 graphs are plotted at different temperatures in the range of 500–2000 K (indicated in
each subplot) with steps of 100 K. The vertical discontinued lines indicate the dominant change in the diffusion slope. The diffusion coefficient
is then calculated from the slopes of the MSD using 〈D2〉

βt where 〈D2〉 is the mean squared displacement.
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FIG. 5. (a) Cartoon and (b) energetic descriptions of the easiest
diffusion path of Schottky defects. In (a) green and red circles rep-
resents Mg and O atoms, respectively, while empty circles refer to
vacancies. In (b), green and red lines refer to Mg and O vacancy
energetic evolution, respectively. The three indexes (I, II, and III) are
used to identify states and explain the diffusion mechanism.

behavior, we have studied in more detail the dynamics of
vacancies around this low-energy configuration. In our kART
simulations, we observe that the 1nn configuration always
dissociates by the jump of the Mg vacancy to form a 3nn
SD [I to II in Fig. 5(a)]. The corresponding energy barrier
is 1.77 eV. Most of the time, this cationic jump is followed
by the reverse event (II to I) with a barrier of 0.69 eV which
makes the VMg oscillating between 1nn and 3nn sites with no
net displacement. However, starting from a 3nn configuration,
as shown in Fig. 5(a), the anionic vacancy can jump to an
atomic site corresponding to another 1nn configuration (II to
III). The energy barrier corresponding to this event is 0.87 eV.
Between I and III, the center of mass of the vacancy pair has
moved which corresponds to a displacement of the divacancy.

As also reported in a recent work [37], the energy bar-
riers of vacancy migration found by kART have been well
reproduced by the NEB method in our study. First we have
calculated the energy barriers corresponding to a Mg vacancy
approaching an O vacancy starting from a far configuration
[Fig. 6(a)]. The symmetric configuration (an O vacancy ap-
proaching a Mg vacancy) is shown in Fig. 6(b). One can
clearly see how the system is evolving toward more stable
configurations until the lower configuration energy is reached.
The values of energy barriers found by ARTn are recovered
by NEB calculations. We have also investigated in detail the
possible jumps in the vicinity of the 1nn divacancy configura-
tion. The corresponding energy paths are shown in Fig. 7. For
both defects, the direct transition between two 1nn configura-
tions involves the highest migration energy barriers, the one
involving a VO jump (2.96 eV) being even less favorable than
the one involving a VMg jump (2.79 eV). Oppositely, we find
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FIG. 6. Formation energy evolution using kART and NEB cal-
culations, depending on distance separating the two vacancies, of the
Schottky defect in MgO. Values are shown for (a) Mg and (b) O
vacancies.

that the migration through a 3nn configuration [Fig. 5(b)] is
associated with the lowest migration energies, 1.77 eV and
1.95 eV. Another possible transition starting from the 1nn
configuration corresponds to a path through a 2nn configura-
tion. This involves two energy barriers of 2.07 eV (VMg jump)
and 2.29 eV (VO jump), respectively. Here again, the NEB
calculations validate the energy barriers found by kART.
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FIG. 7. Energy landscape of the three first mechanisms related to
vacancy diffusion in the Schottky defect in MgO. The figure shows
the energy barriers using NEB and kART calculations of vacancy
jumps from first to first, second, and third nearest neighbor crystal
position of (a) Mg and (b) O vacancies. The 2nn and 3nn are situated
1.45 and 1.08 eV above the 1nn state, respectively.
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TABLE II. Migration energies of isolated vacancies in MgO.
Our values are compared to others obtained using density functional
theory (DFT), molecular dynamics (MD), and experimental (Exp)
results. All values are in eV.

Migration
energy This work Other works

Mg vacancy 1.53 1.82 [16]DFT, 1.70 [12]MD, 2.17 [38]Exp

O vacancy 1.70 1.93 [16]DFT, 1.97 [12]MD, 2.43 [39]Exp

IV. DISCUSSION

Considering the study of the formation energy of the SD,
dealing with an ionic solid, we had to take into account
the electrostatic effects in the calculations involving periodic
systems. By taking the long-range periodic interactions into
account, the interactions between the defect and its own pe-
riodic images can be corrected and thus the formation energy
can be evaluated accurately. The formation energy was seen to
be generally increasing with the separation between the two
vacancies except for the case of few exceptions as indicated
in Table I. This can be explained by the ionic displacements
involved during relaxation. Whereas the displacements of ions
follow the trend of isolated vacancies, with cations and anions
respectively attracted and repelled by VMg and the opposite
for VO, the magnitudes of displacements in the vicinity of the
three nearest neighbor configurations are larger and lead to
a nonmonotonic evolution of the formation energy with the
distance d between the pair of vacancies. We observe that
the three first nearest neighbor configurations are associated
with significantly lower formation energies. Also, one may
notice the higher stability of the 3nn configuration compared
to 2nn. This result is in good qualitative agreement with DFT
calculations. In particular, the evolution of the formation en-
ergy as a function of the separation distance of the vacancies
is well reproduced with the configuration involving isolated
vacancies being the most energetic. It is worth noting that
the parametrization of the potential used here allows for for-
mation energies in the range of those determined from DFT
considering the different approximation LDA [13] and GGA
[16,34]. As shown Table I, the Ball and Grimes potential
systematically overestimates the DFT-GGA results and under-
estimates the LDA formation energies by less than 0.5 eV.

Similarly, the migration energies are slightly underesti-
mated compared to the DFT barriers available (Table II).
Nevertheless, the migration energy barriers found when va-
cancies move as isolated defects show a faster diffusion of
the cationic vacancies (1.53 eV for Mg vacancies to com-
pare with 1.70 eV for O vacancies) in agreement with all
previous studies [11–13,16]. When sufficiently distant, the
migration energy barriers of both vacancies are lower than
those in nearer configurations which implies a faster diffu-
sion as observed in the transient regime, before aggregation
(Fig. 4). Such a behavior is again consistent with some DFT
calculations showing that the migration energy for a divacancy
(taken as the maximum of the two barriers for magnesium and
oxygen hops) is higher than the ones of the isolated Schottky
defect.
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FIG. 8. Diffusion coefficient of individual vacancies and Schot-
tky defects in MgO extracted from MSD plots. Green triangles, red
diamonds, and blue squares refer to Mg monovacancy, O monova-
cancy, and divacancy, respectively.

The MSD plots presented in Fig. 4 allow us to calculate
the diffusion coefficient of the migrating species according
to 〈D2〉

βt where 〈D2〉 is the mean squared displacement, β is a
coefficient which depends on the dimensionality of the system
and on the number of accessible jumps (here we took β = 6),
and t is time. The values obtained by kART are plotted in
Fig. 8.

Our calculations provide a detailed description of the
mechanisms at play during diffusion with the MSD clearly
exhibiting two regimes separated by a change of slope. The
first regime corresponds to the transient state where the oxy-
gen and the magnesium vacancy converge together until the
minimum energy configuration is met. The pathways are il-
lustrated in Fig. 6. At high temperature (i.e., above about
1200 K) both oxygen and magnesium vacancy jumps con-
tribute to the evolution. This stage allows us to derive values
for calculating diffusion coefficients of Mg and O vacancies
which are reported on Fig. 8. All the selected events are
shown depending on their energy barrier height in Fig. 9. This
figure shows the different events corresponding to dissociation
or/and aggregation between the vacancies. Below 1200 K, VO

jumps become less frequent and aggregation eventually occurs
in our cell through VMg jumps only, before any VO occurs. This
is well illustrated by the compilation of all events shown in
Fig. 9(a). In this regime and in this temperature range, we can
only determine the diffusion coefficient of VMg. This is why
Fig. 8 displays values for VMg in the whole temperature range
while for VO, only values at high temperatures are accessible.
Diffusion of Mg vacancies is faster with an activation energy
of 1.53 eV. Diffusion of O vacancies is slower and exhibits
a larger activation energy of 1.70 eV. These values are in
excellent agreement with the energy barriers described above.

A major output of our work is to describe the evolution of
the divacancy (i.e., the bound SD) and its dynamics. Figure 8
shows that global displacements of the bound SD defects
have occurred in the whole temperature range allowing us
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FIG. 9. Representation of all the accepted activation events for
the Schottky defects in MgO starting from far vacancies until aggre-
gation and further events involved in the calculation of the diffusion
coefficient of the divacancy at (a) 500 K and (b) 2000 K. Energy bar-
riers of each event are indicated with the color bar on the right of the
figure. The most significant events are labeled. The configurations of
the three most stable states (1nn, 2nn, and 3nn) are represented above
the graph. The green and red spheres represent Mg and O atoms,
respectively. The empty spheres refer to vacancies. The upper part
of the graph corresponds to “dissociation,” i.e., to events which tend
to separate vacancies. Reciprocally, “aggregation,” in the lower part,
refers to events which bring vacancies together leading eventually
to the lowest energy configurations. All initial and final energies are
evaluated with respect to 1nn, considered as the ground state, and set
to 0. All values are in eV.

to determine the evolution of its diffusion coefficient from
2000 K down to 500 K.

Here again, it is relevant to discuss separately the behaviors
at “low” and “high” temperatures. Below 1200 K, once aggre-
gation is achieved, the divacancy is very stable. Figures 9(a)
and 10 show that only transitions between 1nn and 3nn oc-
cur. In most cases, after the 3nn is reached through a VMg

jump over a 1.77 eV barrier, it is rapidly followed by a back
jump since the corresponding energy barrier is only 0.69 eV.
However, in some cases the transition from 3nn to 1nn occurs
through a VO jump over a 0.87 eV barrier. This succession

FIG. 10. Histogram showing the frequency of visited states (1nn,
2nn, 3nn, and farther) depending on the simulation temperature
(in the range 500–2000 K with steps of 100 K). The number of
simulation steps is shown in the top of the figure. The count is
started when the dominant change in the slope in the MSD is spotted
(Fig. 8).

of events corresponds to a net jump of the divacancy. The
behavior at high temperature is slightly more complex since
under thermal activation, more configurations are explored as
shown by Figs. 10 and 9(b). In particular, 2nn configurations
are sometimes reached. However, Fig. 8 shows that the global
kinetics is not affected and that the net displacement of the
divacancy is still constrained by the same barriers. Overall, the
diffusion of the aggregated defect is slower than VO diffusion
since it requires correlated VO and VMg jumps. The resulting
activation energy is 1.91 ± 0.05 eV which lies in between
1.77 and 1.95 eV, i.e., the two barriers describing jumps of
VO and VMg between the 1nn and the 3nn configurations.

V. CONCLUSION

Using the kART method, we provide the first complete
description of the energy landscape for the migration of bound
Schottky defects in MgO. Initially, the reliability of the po-
tential was checked by comparing the obtained formation
energies of different configurations to available ab initio and
experimental values. We suggest taking into consideration two
types of corrections when calculating the formation energy
of such defects in ionic crystals. Our results are in good
agreement with literature values concerning formation ener-
gies. Then, we report a preferred recombination of vacancies
to form the aggregated Schottky defect. Before aggregation,
we have studied the evolution of the energy barriers as the
individual vacancies become closer. As expected, our results
show a faster diffusion of cationic compared to anionic va-
cancies. In the aggregated Schottky defect configuration, we
have demonstrated an unexpected richness of the kinetics that
governs its movement involving different possible transient
configurations (e.g., 2nn or 3nn). We have also calculated
the diffusion coefficients at different temperatures. The kART
method allows us to investigate diffusion at very low tem-
peratures which are unreachable by experiment and classical
simulation methods. After aggregation, the easiest diffusion
path of the defect was identified in detail by giving the val-
ues of energy barriers at each step of the mechanism. This
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latter is a two-step process characterized by a succession of a
cationic vacancy jump followed by the anionic vacancy jump.
In addition, some less favorable mechanisms of Schottky de-
fect diffusion are identified which are only activated at high
temperature.
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