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ABSTRACT: Reactive force field molecular dynamics is a powerful tool to
simulate large-scale reactive events such as catalytic reactions and metallic
corrosion, including the carburization or so-called metal dusting corrosion.
Building on a vast set of reactive force field parameters, it aims to reduce the gap
between computational and experimental observations. However, the production
of different versions of reactive force field parameter sets in the past 2 decades
demonstrates the challenges faced by developers when attempting to describe
correctly and at the same time a broad range of environments, such as the kinetics
of CO adsorption, dissociation, and carbon diffusion in iron systems. This has
limited the ability of these force fields to capture the competing phenomena
governing complex evolution such as the carburization of iron responsible for
metal dusting corrosion. In this work, we demonstrate that it is possible to treat
very different environments in an integrated way by expanding the ReaxFF
parameter set, creating an environment-specific description. This approach enables us to capture both metallic surface-induced
dissociation of carbon-containing gases such as carbon monoxide (CO) and atomic carbon bulk diffusion in iron systems within the
same simulation setup so far unreachable with previously available force fields. Employing this extended-ReaxFF to describe a cell
containing a gas mixture of carbon monoxide and argon reacting with an Fe(110) surface, we fully capture at the same time
competing carburization reaction/diffusion processes on both the surface and the bulk. Analysis of the radial distribution function
and charge density maps shows a variety of carbon bonds at different stages/layers, highlighting the diversity of the mechanisms
captured while using our extended-ReaxFF. Interestingly, at a CO coverage higher than 0.7 monolayers, the atomic arrangement of
the iron atoms is sufficiently altered to cause surface reconstruction leading to a significant increase in carbon diffusion. Moreover,
we are able to observe and quantify the diffusion of Fe from the bulk toward the upper coke layer, computationally elucidating the
slow but continuous coke formation reported experimentally, opening a wide range of opportunities to model various stages of iron
carburization mechanisms.

1. INTRODUCTION

Many complex reactions and surface phenomena are happen-
ing at the nanoscale level over time scales ranging from a few
femtoseconds to nanoseconds that are difficult to capture using
even the most advanced experimental characterization
techniques.1 For those phenomena, atomistic simulations are
often the best characterization tools available. Yet, these have
their own limitations: while ab initio quantum mechanical
methods offer a high-quality description of the interactions and
energies, they are too computationally expensive for problems
such as corrosion, which require following the evolution of
thousands of atoms over nanoseconds and more. Because of
these requirements, molecular dynamical (MD) simulations
must therefore be performed using semiempirical descriptions,
in spite of their limited transferability. The embedded-atom
method (EAM) created by Daw et al.,2 for example, can
reproduce the structural, physical, elastic, surface, and thermal
properties for some simple materials3 but cannot deal well with

chemical reactions. Within the semiempirical method range,
reactive force fields such as ReaxFF, with its bond-order
formalism in conjunction with polarizable charge descriptions,
offer a reasonably good description of both reactive and
nonreactive interactions between atoms. Despite being
computationally demanding if compared to EAM, ReaxFF
remains relatively low cost compared to ab initio methods and
offers a robust description of hydrocarbon chemistry,4 as it has
been used to address many phenomena occurring on scales
that were previously inaccessible with heavier computational
approaches.5 ReaxFF enables us to perform simulations that
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involve reactive events at the interface between solid, liquid,
and gas phases such as metal dusting corrosion.6

Metal dusting is a severe type of corrosion resulting from the
uncontrolled catalytic reaction of hydrocarbons with metallic
surfaces such as in reactors and pipelines at high temperatures.
It results in a form of corrosion due to the decomposition of
metal surfaces to dust particles (coke). Numerous exper-
imental studies of dusting corrosion,7−9 provided valuable
qualitative and quantitative insights into the carburization
process for metallic systems exposed to high carbon activity
gas. Still, the early stage of iron carburization remains
challenging to capture and control during experiments, calling
for the need of atomistic simulations.
The hydrocarbon ReaxFF interatomic potential was first

parameterized by van Duin et al.5 and included the van der
Waals and Coulomb forces. Over the years, various enhanced
parameter sets, applicable to a wide range of applications and

materials, were published.6−9 For systems associated with the
metal dusting phenomena of iron, ReaxFF predicts reasonable
values for the dissociation of hydrocarbon molecules on iron
surfaces.10−12 Despite this success, these hydrocarbon/Fe
potentials are unable to simulate carbon diffusion to the bulk
due to rare or even no intrusion of carbon to the first or second
iron subsurface layer, as reported in our earlier and other
works.3,13 Consequently, in 2017, Lu et al. proposed a new
version of ReaxFF that simulates well carbon diffusion in bulk
iron (this new version is denoted here as RPOIC-2017).3

One of the main advantages of reactive force fields is their
transferability; for example, an oxygen atom is treated with the
same mathematical formalism whether oxygen is in the gas
phase as CO or incorporated into a solid phase. Such
transferability allows ReaxFF to consider phenomena depend-
ent not only on the reactivity of the involved species but also
on dynamic factors, such as diffusivity and solubility, affecting

Figure 1. (a) Carbon diffusion pathway in bulk iron from one octahedral site to another octahedral site. Calculated migration pathways using NEB
with (b) ReaxFF-2012 and (c) RPOIC-2017 semiempirical potentials. (d) Energetics of CO molecule dissociation on the Fe(110) surface
calculated using RPOIC-2017 employed within the adaptive kinetic Monte Carlo (AKMC). (e) Snapshot of the stable configuration after an
AKMC run showing the unphysically short Fe−C bond. Ball and stick atomic representation: iron (orange), oxygen (red), and carbon (gray).
Results are generated using quantum ATK.16,17

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://dx.doi.org/10.1021/acs.jpcc.0c09001
J. Phys. Chem. C 2020, 124, 28569−28579

28570

https://pubs.acs.org/doi/10.1021/acs.jpcc.0c09001?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c09001?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c09001?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c09001?fig=fig1&ref=pdf
pubs.acs.org/JPCC?ref=pdf
https://dx.doi.org/10.1021/acs.jpcc.0c09001?ref=pdf


how species migrate through the system. This makes it
possible, in principle, to model complex processes involving
multiple phases and interfaces. In practice, however, many
interactions are much less transferable than expected. For
example, while the description of hydrogen and oxygen atoms
seems to account for a wide range of environments, it appears
not to be the case for carbon within our system of interest due
to its more complex chemistry.14 Carbon potential trans-
ferability has been a persistent issue when trying to simulate at
the same time carbon adsorption, dissociation, and diffusion in
iron using different versions of ReaxFF. Sahputra et al.14 have
examined the potential developed by Islam et al. and
demonstrated that the 2012 force field (denoted here as
ReaxFF-2012)12 is better suitable for reaction at iron surfaces
but less suitable for subsurface and bulk diffusion properties.
This is true, despite the fact that during their initial
parameterization, Zou and van Duin15 considered the
equations of state (EOS) of carbides such as Fe3C and the
surface energy of Fe5C2.

1515 Hence, it is likely that the inability
of different versions of ReaxFF to predict at the same time
carbon adsorption, dissociation, and diffusion is not due to the
potential refitting but to the ReaxFF formalism itself. Indeed,
the amount of information stored in the ReaxFF, more
specifically in the off-diagonal parameters, might be insufficient
to incorporate the wide variety of high and low coordination
bonds that carbon can form, thus limiting the predictivity/
transferability of such potentials.
In Section 2, we show how ReaxFF-2012 and RPOIC-2017

potentials struggle to predict both adsorption and diffusion at
the same time and propose a solution called “extended-
ReaxFF” to resolve this issue. We subsequently challenge the
newly formulated potential in simulation setups mimicking
experimental conditions to capture the iron carburization
mechanism from the surface to bulk.

2. DESCRIPTION OF THE MODELS AND SIMULATION
METHODOLOGY
2.1. Extended-ReaxFF. Here, we examine two of the well-

known potentials designed to simulate the interaction of
hydrocarbon molecules with iron systems, namely, ReaxFF-
2012 and RPOIC-2017 potentials. We explain the major
differences and limitations and propose a way to lift them.
Figure 1a compares the carbon diffusion pathway from an
octahedral site to another octahedral site (presented by the
arrow in Figure 1a) in bulk Fe, computed using the nudged
elastic band method (NEB) and the two force fields using
quantum ATK.16,17

The negative barrier predicted by ReaxFF-2012 (Figure 1b)
is unphysical, as discussed in ref 14, preventing it from
correctly reproducing the carbon diffusion from the iron
surface to the subsurface. RPOIC-2017, on the other hand,
fails to describe the surface phenomena but predicts the correct
bulk carbon diffusion barrier of 0.86 eV (Figure 1c) in good
agreement with experimental and theoretical findings.14,18 The
fundamental parameter affecting the diffusion barrier is
associated with the off-diagonal parameters of the van der
Waals radius (RvdW). Lowering the RvdW parameter from 1.23
to 0.38 increases the carbon coordination and its ability to
bond in a bulk-like environment like when a carbon atom
occupies an octahedral site. Turning to the impact of lowering
RvdW on surface properties, we report the following: (i) for a
CO molecule adsorbed in the bridge position, a negligible
difference can be noticed in the measured Fe−CO bonds using

both versions of the ReaxFF; and (ii) for a CO molecule
adsorbed on a low coordination site such as the on-top
position, the Fe−CO bond shrinks to an unrealistically low
value of 0.7 Å.
To clarify further the Fe−C bonding issue in RPOIC-2017,

we use an adaptive kinetic Monte Carlo (AKMC) technique19

to investigate the CO dissociation events generated using this
potential (Figure 1d). Upon CO dissociation, i.e., when the
carbon atom moves to a low coordination position, the system
encounters an unphysical reduction in energy of 1.5 eV caused
by the formation of a very short Fe−C bond of 0.7 Å. This has
a significant effect on the system as it lowers drastically the
accuracy of adsorption and dissociation energetics for some
cases, as shown in ref 3. Our attempt to refit the RPOIC-2017
potential by varying up to 51 parameters using SCM software20

turned out to be inconclusive. The resulting refitting parameter
sets led to RvdW and vdW parameters fitted back to values close
to those of ReaxFF-2012, which makes the newly fitted
potential lose the advantageous bulk diffusion characteristic of
RPOIC-2017 in favor of better surface dissociation energies. It
appears that ReaxFF with its present formalism seems to be
unable to simulate correctly and simultaneously both high and
low carbon coordination since there is only one carbon type in
ReaxFF to deal with different local chemical environments.
Unlike popular nonreactive force fields like AMBER21 and
CHARMM,22 ReaxFF does not employ atom tagging6 due to
the missing description of particles’ self-interaction.23

Ideally, the adsorption and dissociation of hydrocarbon on
the iron surface as well as carbon atom diffusion to the bulk
could be achieved by building an entirely new reactive
potential that would incorporate all kinetic phenomena of
interest to simulate correctly the carburization of iron.
Machine learning (ML) potentials could be good candidates:
Deringer et al. demonstrated that a potential built using this
strategy could incorporate different atomic hybridizations of
carbon atomic orbitals from sp1 up to sp3.24 Unfortunately,
this approach has worked only so far to build elemental atomic
potentials such as pure iron25 and pure carbon.24 The
complexity of the catalytic reaction of interest in this work
requires a large amount of data, where the elements are in very
different environments and bonding situations. At the moment,
it seems difficult to build and trust ML potentials to reproduce
and predict good results for a system such as Fe−C in the near
future.26

Taking advantage of the robust formalism of ReaxFF and its
stable and scalable implementation in various molecular
dynamics simulation tools such as the large-scale atomic/
molecular massively parallel simulator (LAMMPS) seems to be
the best option for now. Hence, we propose a new approach to
extend the ReaxFF parameter sets by tagging the host Fe
atoms. This enables us to distinguish between low (surface
iron Fe_S) and high (bulk iron Fe_B) coordination regions
recognizable for adsorbates and impurities such as carbon. Our
simulation box containing an iron slab is divided along the z-
direction into two spatial regions, as shown in Figure 2. Region
1 includes the vacuum space down to the first layer of Fe;
therein, iron atoms are tagged as Fe_S and will be treated with
the Fe/C/O ReaxFF-2012 potential parameter set. Region 2
corresponds to iron bulk excluding the first Fe layer. All Fe
atoms in region 2 are tagged as Fe_B, while the interactions are
described using the Fe/C/O RPOIC-2017 parameterization.
Our extended-ReaxFF formalism implies that the interactions
between atoms in the upper region are treated by ReaxFF-
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2012, while those in the bottom region are treated by RPOIC-
2017. This approach allows us to correctly capture a smooth
transition from low to high coordination during carbon
diffusion from the surface to the bulk. It is worth noting that
interactions between the tagged Fe_B, Fe_S and other reactive

species are also added to the parameter set. The interaction
between Fe_B and Fe_S is handled by adding to the ReaxFF
parameter file the needed diagonal, off-diagonal, angle, and
torsion parameter sets.
Fe_S−Fe_S, Fe_B−Fe_B, Fe_B−Fe_S, and Fe_S−Fe_B

bond interaction parameter sets are not impacted by tagging
iron interactions and are all similar, taking the common values
for Fe−Fe bonds in both ReaxFF-2012 and RPOIC-2017
potentials. For parameterizing angles and torsion terms, we
used the same common parameterization as in ReaxFF-2012
and RPOIC-2017 potentials. The off-diagonal terms that
define both bond order and van der Waals pair interactions
have been set to −1.0000. This means that we call ReaxFF to
compute these terms using an embedded combination rule
between the atomic parameter.23 When tested, the parameter-
ization described above gives excellent results for handling
mixed Fe_S and Fe_B surface and bulk systems (see Figures 2
and S5).
To alleviate the computational burden and discontinuities

caused by sudden changes in velocities and forces, we do not
alter the tagging of Fe atoms in the course of the simulation;
instead, we tag Fe atoms as Fe_S or Fe_B only at the
beginning of the simulation and let the system evolve. There
should be no alteration of the dynamic if a single Fe_S moves
to the bulk or a single Fe_B moves to the surface. The only
case where we foresee the appearance of some artifacts could
be if a cluster of Fe_B forms on the surface to create a bulk-like
environment that interacts with CO2. This scenario is very

Figure 2. Computational model used in this work containing around
5100 Fe atoms. The Fe atoms in the first layer are called Fe_S and the
rest, Fe_B. In our extended-ReaxFF formalism, the interactions
between atoms in the upper region are treated by ReaxFF-2012, while
the Fe atoms in the bottom region are treated by RPOIC-2017. The
vacuum is filled with a flowing gas mixture of CO molecules (gray and
red balls) and Ar (large red balls).

Figure 3. Screenshot of the final frame of simulation after 750 ps and T = 773 K, using three different potentials: (a) ReaxFF-2012, (b) RPOIC-
2017, and (c) our extended potential extended-ReaxFF. (d) Evolution of the number of C atoms loaded in iron bulk as a function of the simulation
time using the three force fields.
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unlikely to occur since Fe is very reactive with the other
species, and if, in rare instances, it travels to the surface, it does
as an individual atom and is very unlikely to segregate.
2.2. Computational Details. Molecular dynamics (MD)

simulations are performed using the LAMMPS code.27 We
build a periodic simulation box containing a (110) iron slab of
43 × 49 × 40 Å3 accounting for around 5100 Fe atoms with 90
Å vacuum along the z-direction. Iron atoms are tagged as Fe_S
and Fe_B depending on the surface/bulk definition,
respectively. The “deposit” command of the LAMMPS
package is used to insert the gas molecules into the vacuum
region lying above the slab. This feature allows the simulation
of gas flow and the insertion of molecules randomly positioned
in the vacuum every n time steps. To mimic experimental
settings, gas mixtures contain different concentrations of CO
molecules (10−30%), while the remaining (90−70%) consists
of argon inert molecules28 that enable maintaining similar gas
pressure for all studied systems. More precisely, a molecule is
inserted every 1.5 ps (6000 MD steps) with an initial
molecular speed of 0.0001 Å/fs parallel to the slab surface,
giving rise to a flux of 100 m/s, which is the maximum gas flow
speed in controlled pipelines.29 To avoid inserting particles
close to the surface and a brutal evolution at the beginning of
the simulation, the CO insertion is kept 10 Å away from the
surface and its periodic counterpart while the insertion rate is
controlled based on the desired reactive gas concentration.
After CO molecular dissociation, a carbon atom is considered
as having diffused only if it moves 2 Å below the initial surface.
To converge more toward a real-case scenario, after

relaxation in a constant number of particles, pressure, and
temperature (NPT ensemble) for 10 000 steps at 10 K, the
system is heated up gradually to the desired temperature in the
NVE (constant number of particles, volume, and energy)
ensemble by steps of 0.01 K to reach the target temperature of
773 K. This target temperature corresponds to the critical
carbon steel carburization temperature before entering into the
metal dusting regime according to the experimental observa-
tion of Grabke et al.9 Once the desired temperature is reached,
the system is once more relaxed for 5000 steps under NPT
conditions and molecule insertion is initiated afterward. We
find that this procedure leads to high stability with NPT
ensemble for large-scale systems and is more convenient
compared to NVT settings that cannot allow us to simulate
correctly the phase transitions from pure iron to iron carbides/
oxides.

3. RESULTS

To test the reliability of the newly extended potential, we
investigate the simultaneous adsorption, dissociation, and
diffusion of carbon monoxide molecules on an iron surface, a
simple but fundamental process for the initiation of metal
dusting corrosion.30 Figure 3 shows the snapshots of the final
frames after 3 million steps of MD for a total time of 750 ps.
Force and velocities are computed using the three potentials
(a) ReaxFF-2012,15 (b) RPOIC-2017,3 and (c) our extended-
ReaxFF. MD simulations using ReaxFF-2012 (Figure 3a)
evolve in a similar way to our previous work.31 It is clear from
the final frame that, in the course of the simulation, several
events of CO dissociation occurred, followed by carbide
complex formation causing the supersaturation of the surface.
No carbon diffusion into the iron bulk can be noticed, whereas
oxygen diffusion reaches up to the fourth layer. In the MD
simulations using RPOIC-2017 (Figure 3b), CO dissociates
readily on the iron surface and diffuses into the iron slab. The
end of this simulation consists of an iron sample loaded with
carbon and oxygen that diffused deep into the sample. In the
course of this later simulation, it is not possible to observe the
well-known mechanisms of CO adsorption, tilt, and dissoci-
ation.32 The speedy CO dissociation we obtained looks
unrealistic in such a short simulation time (taking into
consideration that the CO dissociation barrier of the Fe
(110) surface is ∼0.8 eV)31 and led to the complete diffusion
of all C and O atoms into the bulk. It is noticeable that C
prefers to relax in high coordination positions, causing the first
layers of the iron slab to become highly loaded with O and C
(Figure 3b).
By simulating the simultaneous adsorption, dissociation, and

diffusion of carbon monoxide molecules on iron surfaces using
extended-ReaxFF (Figure 3c), one can notice, from the final
frame, that 6% of carbon atoms in the system diffused into the
subsurface or even the bulk with the persistence of some
undissociated CO molecules on the iron surface, which is the
expected behavior as discussed earlier. Figure 3d presents the
number of carbon atoms that diffused from the surface to the
bulk out of the total number of inserted CO molecules in the
gas mixture as a function of time for the three systems. Let us
recall that we consider that a carbon atom has diffused into the
bulk as soon as it reaches the third layer of the iron slab. A
comparison between the curves in Figure 3d clearly
demonstrates the differences between the different potentials

Figure 4. Carbon diffusion into iron bulk at T = 773 K as a function of the simulated time for different gas mixtures with CO concentrations of 10,
20, and 30%. (a) Total number of C atoms that have diffused and (b) percentage of C atoms that migrated into the bulk.
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we highlighted earlier and shows that the extended-ReaxFF is
capable of capturing smoothly the simultaneous dynamics of
surface and bulk reactions. Further checkpoints were validated
by calculating the relevant CO dissociation and C diffusion
pathways using the extended-ReaxFF and the NEBs presented
in Figures S1 and S2. The computed barriers are in agreement
with the well-known CO dissociation and C diffusion
computed from density functional theory (DFT) calculations
and give us confidence on the continuity of energies.3,31 The
Fe−C bonding in the bulk, however, needs further improve-
ment as the carbon atom occupies pseudo-octahedral sites.
More enhancement on the extended-ReaxFF will be conducted
in the future as the ReaxFF parameterization is out of the
scope of this work.
To investigate the impact of CO concentration on C

diffusion into the bulk, we apply the new extended potential to
simulate the experimental conditions of iron carburization
conducted by Grabke et al. in 1994.9 The setup of our MD
simulation is the one described in Section 2.2. Figure 4a
reports the number of carbon atoms that diffused into the bulk
as a function of the simulation time, where Figure 4b
represents the percentage of C atoms that migrated into the
bulk from the total carbon concentration in the gas. For a gas
mixture with an initial CO concentration lower than 20%,
corresponding to a coverage below 0.58 monolayers (MLs), up
to 3% of the C resulting from the CO dissociation did diffuse
into the bulk iron. When the CO concentration increases to
30%, corresponding to a coverage of 0.78 ML, the ratio of
diffusing C is higher, reaching almost 8%. This trend is in
qualitative agreement with the experimental findings of Grabke
et al. reporting a mass gain (due to carbon deposit and
cementite formation) of 7, 13, and 37 mg/cm2 for CO
concentrations of 10, 20, and 30%, respectively.9 It should be
noted that performing the same simulations with or without
argon leads approximately to the same results, meaning that it
is the CO partial pressure and not the total pressure that has
the biggest influence on this phenomenon.

4. DISCUSSION

In this section, we discuss the results obtained, elucidate the
mechanisms affecting the increase of CO partial pressure in
metal dusting corrosion, and discuss some phenomena
occurring during dusting corrosion.

4.1. Surface Reconstruction: A Key Mechanism in
Metal Dusting Corrosion. To understand why the increase
in CO content leads to a higher diffusion rate, we analyze the
surface morphology at the final state of our simulations. Even
after 300 ps of the simulation time, where 10% of CO
molecules have been inserted and relaxed on the surface, the
iron surface atoms (Fe_S) still occupy positions close to their
perfect arrangement. The same is observed for the simulation
with 20% CO molecules. This CO concentration did not alter
the well-arranged Fe structure at the surface. However, for 30%
CO, the surface properties changed considerably. The effect of
CO concentration on dissociation barriers has been discussed
based on DFT results in ref 32. They reported a dissociation
barrier change from 0.78 eV for a coverage of 0.0625 ML to
1.64 eV for a coverage of 0.25 ML in disagreement with
experimental observations9 and this MD study. The high
dissociation barrier at a high concentration obtained using
DFT is expected due to the small unit cells used to simulate
the high C concentrations (2 × 2 Fe unit cells), which
constrain the CO molecular movement with its periodic image.
This is not the case in our larger MD systems where CO
molecules can act independently and so can the Fe atoms.
Figure 5a shows a snapshot of the surface after 300 ps, where
the beginning of the formation of C−C chains and the
reconstruction of the iron surface induced by the surrounding
C atoms can be noticed. We showed, however, in our latest
study that step edges that can be generated after surface
reconstruction provide even lower dissociation barriers of 0.54
eV,31 the iron reconstruction on the surface provides a step
edge-like environment that may contribute to the higher
dissociation/diffusion rate in the 30% case.
To study the correlation between surface reconstruction and

carbon diffusion, we calculated the centrosymmetry parameter
(CSP) of the Fe surface using the Ovito visualization tool.33

The CSP is defined as follows

∑= | + |
=

+R RCS
i

N

i i N
1

/2

/2
2

where N is the nearest neighbors of each atom. +R Randi i N/2
are the vectors from the central atom to a particular pair of the
nearest neighbors. In a perfect crystalline system, these vectors
cancel each other, leading to CSP = 0. This parameter is thus a
useful measure of the local lattice disorder around an atom,
suitable to quantify the reconstruction of atoms when the

Figure 5. (a) Snapshot of the Fe surface exposed to 30% CO after 300 ps. (b) Centrosymmetry parameter (CSP) for the Fe_S atoms with respect
to their neighbors along the z-axis. Analysis was processed on the last frame of MD simulations (800 ps) of Fe(110) surfaces exposed to gas
mixtures containing 10, 20, and 30% CO gas filled with argon. In this figure, the origin (z = 0) is set at the Fe(110) surface, namely, at the atoms
tagged Fe_S. The black arrow indicates the direction from the Fe bulk to the gas region.
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structure deviates from the perfect body-centered cubic (BCC)
structure.34 It can be used also to characterize whether the
atom is part of a perfect lattice, a local defect, or at a surface.
Figure 5b presents the CSP values for Fe_S atoms as a
function of the neighbors along the z-coordination. In this
figure, the origin (z = 0) is set at the Fe(110) surface, namely,
at the atoms tagged Fe_S. The results show clearly that the 0.7
ML CO surface coverage (originating from a 30% CO gas
concentration) is able to disrupt the arrangement of the perfect
iron surface and cause reconstruction that moved Fe atoms up
to 5 Å above the surface, thus creating vacancy defects on the
surface. This also implies that it is exposing more catalytic sites
for CO adsorption and C diffusion.35 These results confirm
that the CO concentration (partial pressure) is a key factor for
corrosion since CO-containing gases can disrupt well-
manufactured metal surfaces at the temperatures of interest.
4.2. Iron Diffusion from Bulk to Surface. The

continuation and evolution of metal dusting corrosion reaction
are related experimentally to the fresh catalyst particles (Fe)
diffusing from the bulk to the surface.36 Pippel et al.37 showed
that at advanced stages of the metal dusting process, the
decomposition of the metastable cementite layer is a
continuous process that leads to the formation of carbon
filaments (coke) with a metallic tip that is responsible for
further carbon deposition and the growth of filamentous
carbon nanotubes. The thickness of the coke layer increases to
tens of micrometers driven by the catalytic activity of the metal
particles diffusing slowly from the deeper layers to the surface.
Simultaneously, the cementite grows toward the interior of the
metal sample due to the diffusion of carbon from super-
saturated regions toward the metal, resulting in a steady-state

cementite thickness of 1−2 μm.38 This phenomenon, while
observed experimentally,39 has, to the best of our knowledge,
seldom been captured or reported computationally. As
demonstrated in Section 4.1, the setup of our simulations
using the extended-ReaxFF allows us to investigate this crucial
carbon and iron interdiffusion through the metallic surface
during the carburization process.
We attribute this success to the ability to differentiate

between surface and iron atoms achieved through the different
tagging of the iron atoms depending on their position (bulk/
surface). This gives us the possibility to differentiate the
diffusion of atoms tagged as Fe_B atoms from those tagged as
Fe_S. Encouraged by this success, we continued to increase
the concentration of CO in the sample to boost and observe
the advanced stages of iron carburization by inserting
additional CO molecules every 1.5 ps, until we reached a
total of 1000 CO molecules at a total simulation time of 1500
ps. Figure 6 presents the linear distribution function of iron
bulk and surface atoms along the z-direction and at different
frames of the simulation generated using OVITO.33 The blue
lines indicate the initial reference position of the surface to
help the reader follow the evolution of the surface during the
carburization process and quantify the thickness of the coke
layer formed. At 100 ps, some Fe_S atoms on top of the
surface experience a mild reconstruction (please refer to the
black curve in Figure 6a).
As time evolves, the surface iron atom reconstruction grows

steadily due to the consumption of Fe_S atoms during the
formation of metastable carbides and due to the increasing
number of inserted CO molecules and the increasing coverage
of the surface (refer to the black curve in Figure 6b−d). One

Figure 6. Linear distribution function for iron bulk atoms (Fe_S in black) and iron surface atoms (Fe_B in red), at different simulation times, with
the insertion of CO molecules every 6000 steps leading to a total of 1000 CO molecules inserted at T = 773 K. The black arrow indicates the
direction from the bulk to the gas region.
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can notice that toward the end of the simulation (at 1500 ps,
Figure 6d) the diffusion of Fe atoms from the reference point
toward the vacuum filled with CO molecules becomes sizable.
A very similar drift of bulk iron atoms (Fe_B red curve) can be
noticed as well by looking at the evolution of the system in
Figure 6a−d. One might notice that Fe_B atoms move toward
the vacuum filled with CO molecules and probably start
working as a catalytic site to allow further CO decomposition.
Toward the end of the simulation, a carbide layer reaching a
thickness of ∼12.5 Å is formed, the composition of which is
further analyzed in Section 4.3. It is worth mentioning that the
proper way to run the simulation is to run a script that checks
the position of Fe_B every picosecond and change its type to
Fe_S if the atom passes the surface layer and vice versa. This
approach is not used in this paper to be able to observe the
diffusion of Fe_B from the bulk to the surface. This allows for
more realistic carbon adsorption and dissociation compared to
the perfect surface. Overall, since individual Fe_S and Fe_B
atoms move toward the vacuum region to participate in the
formation of the carbides, we do not expect that their tagging
influences the overall dynamics.
4.3. Carbide Phase Formation. To understand the

composition of the carbide phases formed toward the end of
the carburization simulation, we calculated the radial
distribution function (RDF) to analyze the nature of bonding
in our final Fe system. We also calculated the number of atoms
per layer to show the composition of the phases produced in
these systems. Figure 7 shows the change in the RDF for the

atomic species composed of the carbide layer, namely, carbon,
oxygen, and iron (both bulk and surface) atoms, excluding the
gas molecules. Due to the simplicity of the model Fe/C/O, it is
straightforward to conclude on the nature of bonding. The
formation of double and triple carbon−carbon bonds is
represented by the strong peaks at r = 1.21 Å corresponding to
sp3 bonding. The peaks at 1.35 and 1.43 Å correspond to
graphene formation since double sp2 C−C hybridization has a
length of 1.3−1.45 Å,40 which belongs to the coke phase
(Figure 7). A wider peak with maximum intensity at 2.17 Å is
observed and corresponds to a C−Fe single bond; the width of
this type of bond coincides well with the cementite phase that
forms bonds from 1.98 to 2.62 Å,41 indicating the beginning of
cementite formation in our system. Note that even though this

simulation reached 6 million steps, which corresponds to 1500
ps, it is still relatively too short to observe a clear stabilization
of cementite. The undissociated CO molecules attached to the
coke layer are evidenced by the small red peaks at 1.32 and
1.60 Å, which can be related to a single C−O bond after the
adsorption of carbon on the surface and CO molecules on
their way to dissociate by forming weaker CO bond in the Fe−
O−C−Fe complex, respectively.
The carbon and oxygen linear distribution functions in the

Fe system per 1 Å thick slices, along the z-direction, for the
simulation where 30% CO concentration was introduced at T
= 773 K, are presented in Figure S7. The existence of two
phases is visible. The first phase from the reference down to
−10 Å beneath the surface is an oxygen-rich layer with a small
carbon amount having diffused mainly at the beginning of the
simulation when the surface was fresh (319 oxygen and 105
carbon at 500 ps, for example). The second layer above the
reference of the surface is a carbon-rich layer, where carbon is
at its highest concentration. At the top of the carbide layer,
there are more carbon atoms than oxygen due to the fact that
after CO molecule adsorption, oxygen atoms tend to stay at
the top of the surface for a short time and get back to the
vacuum by forming molecular oxygen or CO2 while the carbon
atoms tend to continue growing on the coke layer.
The biggest advantage of ReaxFF over the other potentials is

its ability to calculate the charge density of each atom on the
fly, which allows bonds to form and break.4 This feature gives
us the advantage of visualizing the large-scale MD metal
dusting corrosion product and the charge density of each atom.
Charge maps give an interesting visualization of the corrosion
phenomenon as it underlines the bonding nature of specified
regions. Figure 8a shows a snapshot of the system along the xz
plane after 1500 ps and the introduction of 1000 CO
molecules, and Figure 8b shows the charge density on the
same system. The oxide layer that donates electrons is
represented in blue, together with the diffusing C atoms in
interstitial sites that also donate electrons. The carbide (C +
Fe) has a positive charge (taking electrons from the iron
atoms); thus, it is represented in red. Carbon filaments are
observed (see Figure 8a) in the coke layer. They have a neutral
charge as expected due to their covalent C−C bond and are
represented in green (Figure 8b). Correlating this charge
visualization with experiments would help indicate how
corrosion is attacking iron (red) and how the oxide layer
might protect it (blue) from further carburization.9 It is also
possible to visualize the charge for different compounds
separately. Figure S6 shows the case of carbon charges only
along the xz plane. This figure shows that the carbon has a
wide charge states ranging between −0.5 and 0.2 eV, based on
the type of the bond formed, and illustrates the complicated
and central role of carbon in metal dusting corrosion, as it
exists with a positive charge in the gas phase and a negative
charge with the carbide phases.
We have shown, with these few examples, how the extended

reactive force field with its enhanced carbon adsorption and
diffusion barriers opens the door to more accurate atomistic
simulations of metal dusting corrosion. This is a problem that
takes into account carbon diffusion leading to the correct
atomic concentration at the surface/bulk and thus more
accurate catalytic reactions at the surface. It should be noted
that the use of only CO molecules only does not represent full
metal dusting corrosion phenomena as hydrogen gas, water,
and even sulfides are often present in the gas mixture.

Figure 7. Radial distribution function (RDF), g(r), for surface C
bonds with Fe_S in blue, oxygen in red, and carbon in black at t =
1500 ps. g(r) represents the probability of finding a particle at a
distance r (Å).
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Potentially, the accuracy of the potential could be enhanced in
the future by splitting the parameterization training set into a
surface training set and a bulk training set and run the
reparameterization in two steps. It is worth mentioning that
the extended potential approach is valid only when it is
possible to define clearly different environments, such as bulk
and surface as in this example, where there is a need to
describe the drastic changes in the coordination of carbon
atoms; this approach is not valid if Fe_B are in low
coordination position such as iron systems simulated at
temperatures above the melting point, as we will fall back to
the same issue RPOIC-2017 has.

5. CONCLUSIONS

In this paper, we succeeded in capturing the key iron
carburization mechanisms involved in metal dusting corrosion
of carbon steel, a serious corrosion issue encountered in the oil
and gas industry. We showed that ReaxFF with its conven-
tional formalism struggles to predict correctly the iron
carburization responsible for initiating metal dusting corrosion
observed in carbon steel. The carburization evolves under
diverse environments, namely, surface adsorption of carbides
followed by C diffusion toward the bulk, requiring that C
moves from a lower-coordinated surface environment to a
higher-coordinated bulk state. We lift this limitation by
extending the standard parameter setup to allow specific
adaptation to the interactions of carbon at the surface and in
the bulk separately. We tested the extended potential using
molecular dynamics simulations of an iron surface exposed to a
flowing gas mixture containing various CO concentrations at
the experimentally reported temperature of 773 K that record
the acceleration of metal dusting corrosion.
We demonstrate that our simulations are able to reproduce

reasonably well, and at the same time, the CO adsorption and
dissociation at the surface, as well as the diffusion into the bulk,

accounting for the overall carbon insertion and diffusion
processes. Interestingly, our simulations could also capture the
experimentally observed diffusion of iron from the bulk to the
surface when the concentration of CO molecules on the
surface is high enough (above 0.7 ML). Structural analysis
employing the radial and linear distribution functions indicates
the formation of oxide and carbide layers. This is further
confirmed by charge density map analysis that indicates the
complexity of the reactions taking place during iron
carburization, with carbon adopting a broad spectrum of
charge states and coordination.
Beyond the study of C absorption in Fe, the insertion of

multienvironment parameter set into ReaxFF opens the door
to model new reactions and phenomena observed exper-
imentally, often unreachable with other potentials such as
diffusion of iron atoms from the bulk to the surface.
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