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Kinetics of hydrogen and vacancy diffusion in iron:
A kinetic activation relaxation technique (k-ART) study
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We investigate hydrogen (H) and mono and divacancy-hydrogen complex (VHx and V2Hx) diffusion in body-
centered cubic (bcc) iron using the kinetic activation-relaxation technique (k-ART), an off-lattice kinetic Monte
Carlo approach with on-the-fly event catalog building, to explore diffusion barriers and associated mechanisms
for these defects. k-ART uncovers complex diffusion pathways for the bound complexes, with important barrier
variations that depend on the geometrical relations between the position of the inserting Fe atom and that of
the bound H. Since H is small and brings little lattice deformation around itself, these bound complexes are
compact, and H is already fully unbound at the second-neighbor site. As more H is added, however, vacancies
deform and affect the lattice over longer distances, contributing to increasing the VHx complex diffusion barrier
and its impact on its local environment. We find, moreover, that the importance of this trapping decreases when
going from mono to divacancy complexes, although diffusion barriers for these complexes increase with the
number of trapped H.
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I. INTRODUCTION

The degradation of metals’ structural properties by H,
called H embrittlement (HE) [1], is a phenomenon that has
long been a concern for a number of industrial sectors [2],
including the aerospace and fasteners industries. Yet, despite
tremendous research efforts, it remains poorly understood to
this day. High-strength steels are particularly vulnerable to
embrittlement because the high mobility of H facilitates in-
sertion and aggregation [3]. Not surprisingly, therefore, HE’s
strong industrial relevance and scientific merits have resulted
in significant research endeavours and the proposal of multiple
mechanisms that aim to unravel the fundamental physical
processes underlying it [4–6].

In general, it is assumed that HE causes crack initiation
followed by progressive crack propagation when diffusible
(mobile) H migrates from the bulk lattice to stress con-
centrations where H accumulates the most. Alloys such as
steel and iron-based alloys are predominantly characterized
by their chemical composition, which includes the distribu-
tion of carbon (C), as well as their microstructure, grain
boundary structure, dislocation density, and vacancy cluster-
ing and concentration [1]. HE occurrence requires a sufficient
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concentration of mobile H, enough relaxation time to allow H
diffusion, and stress concentration at deformations of a certain
type. These conditions lead to crack initiation/propagation
at applied stress ranges far below the yield strength of the
material [6]. To explain these requirements and various ob-
servations, numerous models of HE have been proposed, such
as the hydrogen enhanced localized plasticity (HELP), the
hydrogen enhanced decohesion mechanism (HEDE), the hy-
drogen enhanced strain-induced vacancy formation (HESIV),
and the adsorption-induced dislocation emission (AIDE) [1].
HELP, for example, proposes a mechanism in which hydrogen
promotes dislocation motion, and local plastic deformation
results [7]. For its part, the HESIV model suggests that hy-
drogen enhances the formation of clusters of strain-induced
vacancies which destabilize the local plastic deformation
[8,9]. Furthermore, research on carbon and hydrogen in-
teraction with vacancies demonstrated that the point-defect
clusters in Fe-C-H decoupled into binary systems Fe-C and
Fe-H effectively [10]. Consequently, even at low hydrogen
concentrations, significant clusters of hydrogen vacancies are
expected. A combined thermal desorption spectroscopy and
internal friction study, for example, suggests that carbon re-
duces vacancy mobility, allowing clustering and growth that
traps hydrogen [11].

In all cases, a key underlying factor of HE is the interaction
between H and microstructural heterogeneities in a material,
such as vacancies, dislocations, and grain boundaries. Yet, due
to the low mass and high diffusivity of H, accurate H mapping

2475-9953/2023/7(12)/123605(11) 123605-1 ©2023 American Physical Society

https://orcid.org/0000-0002-9364-4758
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevMaterials.7.123605&domain=pdf&date_stamp=2023-12-26
https://doi.org/10.1103/PhysRevMaterials.7.123605


KHOSRAVI, SONG, AND MOUSSEAU PHYSICAL REVIEW MATERIALS 7, 123605 (2023)

in microstructures at the atomic scale is very challenging. It is
therefore possible to reach severe premature failure at atomic
levels of H which are difficult to detect in experiments [12].
In Fe-based steels, high-resolution SEM (scanning electron
microscopy) studies [13] revealed nanovoids in the presence
of hydrogen on the conjugate fracture surfaces of quasibrittle
facets. As well, according to TXM (transmission x-ray mi-
croscopy) results [14], voids at crack tips are elongated and
smaller than voids in uncharged samples, with quasicleav-
age fractures and sharper crack tips caused by these voids
in the presence of hydrogen. In hydrogen-charged samples,
the voids in the crack tip region have an elongated shape,
suggesting that growth is inhibited in the loading direction
while coalescence is favored. Another study [15] used variable
temperature positron annihilation lifetime spectroscopy to de-
termine whether hydrogen-induced defects are responsible for
HE. Defects were observed in hydrogen-charged pure iron
when it was deformed at different tensile strain rates while
it was at room temperature. As a result, hydrogen-stabilized
vacancy clusters accumulate locally in high concentrations in
HE iron. On the theoretical size, the analytic thermodynamic
model developed by Nazarov et al. [16] from density func-
tional theory (DFT) data showed that the presence of H can
enhance the vacancy concentration by a factor of 7 in fcc Fe,
a possible explanation for superabundant vacancy formation.
Interestingly, the study also found that, however big the effect
of H on vacancies may be, vacancies have almost no effect on
the total H concentration, except under high-temperature and
extreme H-rich conditions.

Going further, understanding how voids contribute to crack
growth, which results in mechanisms of nanovoid formation,
also requires further investigation. Indeed, spatial H mapping
and temporal H tracking through experimental approaches
are the two greatest challenges on the path toward a better
understanding of HE. As computing power increases and
computational methods advance, atomistic simulations are
becoming new tools for not only studying the interactions
between H and metals but also for proving the proposed
mechanisms of HE. Here, with the help of the kinetic ac-
tivation relaxation technique (k-ART) [17,18], an off-lattice
kinetic Monte Carlo (KMC) algorithm with on-the-fly catalog
building, we aim to offer a more detailed characterization of
the atomistic details surrounding the relationship between H
and vacancy motion in these materials and to provide a basis
for addressing this multiscale challenges.

This paper is structured as follows. We begin by introduc-
ing the methods used in this paper as well as the simulation
details (Sec. II). Section III shows the migration energies of
the hydrogen atom and vacancy in bcc Fe and the effect of
hydrogen on vacancy diffusivity. In Sec. IV, we discuss our
findings and their implications for hydrogen-assisted defects.

II. METHODOLOGY

1. The kinetic activation-relaxation technique

With constant improvements in methods and computing
powers, computational methods and atomistic simulations are
playing an ever more important role for understanding the
microscopic processes associated with atomic diffusion, in

particular, H, as direct observation at the appropriate time and
length scales are challenging with currently available experi-
mental methods.

In this paper, simulations are first carried out using the
method of k-ART [17,18], an off-lattice KMC method that
uses the activation-relaxation technique nouveau (ARTn)
method [19–21] for generating activated events around spe-
cific configurations, and NAUTY, a topological analysis
package, for the generic classification of events.

We briefly go over the basic algorithm of the k-ART
method as well as the parameters. Based on a system relaxed
to a local minimum, NAUTY, a topological analysis library
developed by McKay [22] is used to find local topology for
each atom; the generated graph for any atom includes all
atoms within a 6 Å radius of the central atom, or around
65 atoms, with vertices connecting atoms within 2.7 Å of
each other, which corresponds here to the first-neighbor shell.
The constructed connectivity graph is then sent to NAUTY,
which returns a unique identifier that characterizes its au-
tomorphic group, including chemical identity. It is assumed
that all atoms with the same topology have the same list of
activated mechanisms; this assumption is validated for every
event and corrected through changes in various cutoffs when
this is not the case [18]. Here, k-ART identifies 16 topologies
for a single H interstitial in perfect bcc structure, including
topologies centered on the H and Fe atoms.

For each topology, a preset number of ARTn searches
are launched to identify events associated with these topolo-
gies [19,20,23]. This number is increased when symmetrical
events are found and as a function of the recurrence of a given
topology in the system [18].

An ARTn event search consists of the following steps: (i)
the local environment surrounding a select atom is deformed
in an arbitrary direction, allowing the rest of the system to
relax partly, until the lowest eigenvalue of the Hessian ma-
trix, obtained using the Lanczos algorithm, becomes negative,
which indicates that the system is outside the initial harmonic
well; (ii) a series of pushes are made along the negative cur-
vature, with the force in the hyperplane perpendicular to the
negative curvature direction minimized after each push until
the total force reaches a predefined threshold value, near zero,
indicating that a first-order saddle point has been achieved;
and (iii) the system is moved over the saddle point and relaxed
into a new minimum.

In this paper, each new topology is subjected to 50 inde-
pendent ARTn searches. When an event is entered into the
database, it is also added, along with the reserve event, to the
binary tree of events and histogram. Once the catalog is fully
updated and the tree is completed for the current atomistic
configuration, generic events are ordered according to their
rate

�i = ν0exp

(
− Eb

kBT

)
, (1)

where Eb represents the activation (barrier) energy for event i;
this is measured as the difference between the transition state
and the initial minimum. ν0 denotes the attempt frequency
(prefactor).

A harmonic approximation for this quantity (harmonic
transition state theory (hTST) [24,25]) is used, unless
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specified. The hTST approximation determines the prefactor
from the ratio between vibrational frequencies at the initial
minimum and at the saddle point. Vibrational frequencies
change under local deformations because of interatomic in-
teractions, microstructure, and deformation characteristics. It
is calculated as follows:

νhTST
0 =

∏N
i=1 νm

i∏N−1
i=1 νs

i

. (2)

νs
i and νm

i represent the vibrational frequencies at the saddle
point νs

i and νm
i at the minimum. The products on these

frequencies are performed over the real values only (the imag-
inary frequency at the saddle point is left out of this product).
Vibrational frequencies are obtained through diagonalization
of the dynamical matrix,

Diα jβ = 1√
mimj

∂2V

∂xi,α∂x j,α
, (3)

where indices i, j run over all atoms and α, β over Cartesian
coordinates (x, y, z), V is the interaction potential and mi is
the atomic mass. In hTST theory, the transition rate is defined
by the temperature T as follows:

�is = νhTST
0 exp

(
−Es − Ei

kBT

)
. (4)

Es and Ei represent the saddle point and the initial mini-
mum configurational energies. Events are sorted from this
preliminary rate evaluation and all those with a minimum
probability of occurrence (here, 1 in 10 000 and more) are
fully reconstructed and reconverged to account for any elastic
deformation. Once this is done, the total rate is reevaluated.
As presented in the Results section, we find that the hTST
prefactor is relatively constant in this system (within a factor
of 2 or so) and, therefore, we also use a constant prefactor set
at 2.2×1013 Hz in cases that are specified.

KMC time steps are computed according to a Poisson
distribution,

t = − ln μ∑
i �i

, (5)

with μ being a uniformly random number distributed number
between [0,1] and �i, the rate of each event accessible by the
configuration.

The incremental binding energy of the xth H atom in a
monovacancy is obtained using

E inc
B = [E (Hx−1V ) + E (HT )] − [E (HxV ) + E0], (6)

where E (Hx−1V ) represents the energy of the system with one
vacancy +(x − 1)H and E (HxV ) denotes the energy of the
system with one vacancy + xH atom. E (HT ) is the energy
of the system with no vacancy and one H positioned into a
tetrahedral interstitial site (T site). E0 is the total energy of a
perfect Fe system. The solution energy of the interstitial H is
defined as follows [26]:

E int
sol = E (HT ) − E0 − 1

2 EH2 , (7)

where EH2 represents the total energy of the H molecule at
0 K in its equilibrium configuration. As part of the simulation,
we examine the behavior of H in both the perfect bcc iron

and the presence of vacancies. Vacancies can act as strong
traps for H diffusing through the bulk [27]. For computational
efficiency, we define a vacancy as a lattice site with no Fe
atom within 0.5 Å. These values take into account the fact
that KMC simulations do not include thermal displacements
and their focus is on minima and first-order saddle points.

2. Interatomic potential

Mendelev and coworkers’ [28,29] embedded-atom method
(EAM) parametrization is most commonly used for FeH in
the Fe-H models, complemented with Fe-H and H-H parts.
However, the H-H interaction is inadequately described in
some of these potentials, resulting in nonphysical clustering
of interstitial H atoms [30]. In this paper, the LAMMPS im-
plementation of Finnis-Sinclair-type embedded-atom-method
potentials with parameters adapted to Fe-H both by Song et al.
[31] and Ramasubramaniam et al. [30] are used to describe
interatomic interactions between Fe and H in the Fe-H system,
while preventing unphysical H atom aggregation in bulk Fe.
k-ART connects to the LAMMPS library’s implementation of
these potentials to obtain forces and energies [32,33]. While
this potential introduces a shallow metastable state on the
vacancy diffusion pathway [34], other properties associated
with defects are well reproduced [31].

3. Simulation details

Simulations are performed on a 7a0×7a0×7a0 Fe-atom
cubic bulk crystal (686 atoms for the perfect crystal) with
a0 set to 2.8553Å [35], the lattice constant for the bcc Fe
crystal. All systems are run at a KMC temperature of 300 K
according to the transition state theory with events generated
starting from energy minimized configurations. System boxes
with H interstitials are first minimized using LAMMPS with
the volume set to ensure P = 0 at 0 K.

The total square displacement (SD) is computed as

SD =
N∑
i

(ri(tn) − ri(0))2, (8)

where N is the number of particles and ri(tn), the position of
atom i at KMC step n. The ground state (GS) energy is defined
in each simulation as that of the lowest energy minimum
identified during the run. In the following, all energies are
expressed with respect to the GS [E (tn) = E ′(tn) − EGS].

4. Ab initio ARTn

We further validate the EAM results with DFT calculations
using the ARTn-QUANTUM ESPRESSO [36,37] (QE) package
described in Ref. [38]. For these calculations, a spin-polarized
GGA-PBE exchange-correlation functional within the plane
wave pseudopotential scheme as implemented in the QE soft-
ware suite is used to relax the structure at the beginning.
Calculations of activation energies and diffusion pathways
are then performed using the ARTn coupled with QE code.
To perform these calculations, we use a 4a0×4a0×4a0 128
atoms with a0 set to 2.834Å [39]. The simulations use �-point
calculations and are further tested for a 2×2×2 k-point mesh.
Pseudopotentials are used to describe the interaction between
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FIG. 1. Squared displacement self-diffusion (left, red line) and
activation barrier (right, blue line) as a function of time for a single
H in a bcc crystal at 300 K, over 600 KMC steps.

core and valence electrons, with a kinetic energy cutoff of
40 Ry: 3s23p64s23d10 and 1s1, respectively, are treated as
valence electrons in Fe and H. For this case, 0.01 eV/Å is
the threshold value for total force for defining convergence at
the saddle point.

III. RESULTS

We first analyze the diffusion mechanisms for a single H
atom moving in a perfect bcc iron matrix. Next, we character-
ize the behavior of H atoms in the presence of vacancies and
their effect on vacancy diffusion, focusing first on a monova-
cancy and, in the final subsection, a divacancy.

1. Mono H interstitial without vacancy

From an initial configuration consisting of a single isolated
H atom placed in a tetrahedral site of the Fe-bcc, k-ART is
launched for 600 KMC steps representing 0.14 ns of simula-
tion time as shown in Fig. 1.

There are two high-symmetry interstitial sites in the bcc
lattice: the tetrahedral and octahedral. As with previous com-
putational studies on Fe, the GS of the H mono interstitial is
in tetrahedral sites for the Fe bcc model [40,41]. Experimental
data also indicate that H occupies T sites primarily at low
temperatures, while O-site occupancy becomes possible at
high temperatures [42,43].

Local lattice deformations around the interstitial H are very
short range: a H atom added to the tetrahedral interstitial site
results in a 0.179 Å movement of the neighboring Fe atoms,
which find themselves at 3.03 Å of each other as compared
to the equilibrium distance of 2.8553 Å. The H atom sitting
in a T site can hop to the next one along a curved pathway
with a saddle point adjacent to an octahedral interstitial site.
All four degenerate barriers are symmetrical, with a distance
of 0.54 Å from initial to saddle and 1.02 Å from initial to
final. The nearest-neighbor jumps require crossing a 0.04 eV
activation barrier, consistent with DFT calculations [41,44],
which found 0.04 eV for the barrier and experiments [45],
finding the barrier 0.035 (240–970 K). The results of our paper
are in good agreement with those of other studies [30,46],
so we can move forward with the assessment of structures
with deficiencies, such as vacancies. This event’s prefactor,

obtained using hTST, is found to be 2.22×1013 Hz, with a
transition event rate of 4.49×1012 Hz.

2. Trapping of H atoms inside the vacancy

We now look at the trapping of H atoms inside the va-
cancy. Elastic deformations caused by the defect are small
enough that diffusion barriers for a H atom placed in the
second-closest tetrahedral interstitial site of the vacancy are
not affected at any noticeable level by the vacancy. To focus on
H and vacancy interactions, k-ART simulations are therefore
launched with the H positioned in a tetrahedral interstitial site
at the first-nearest neighbor of the vacancy. From this position,
the H atom can diffuse to the nearest tetrahedral interstitial
sites, away from the vacancy, crossing 0.05–0.07 eV barriers,
depending on the diffusion direction, or diffuse into the va-
cancy crossing an energy barrier of 0.025 eV, where trapping
occurs with an energy barrier of 0.54 eV [see Fig. 2(a)].

Once trapped within the vacancy, the H GS is located on
the 0.255 Å offset of an octahedral site within the vacancy, as
observed previously [47]. It can move to one of the four neigh-
boring similar sites by crossing a 0.06 eV barrier. On this path,
the H atom travels 0.82 Å from the initial to the saddle point
for a total movement, after following a symmetric path, of
1.60 Å from the initial to the final point. The H can also leave
the vacancy, crossing a 0.54 eV barrier. The computed hTST
prefactor for a H atom to jump over a 0.026 eV barrier to enter
the vacancy is equal to 4.5×1013 Hz. For the second event
with a barrier of 0.06 eV, related to the H barrier to diffuse
within the vacancy, jumps from one offset of an octahedral to
the nearest offset of an octahedral interstitial site inside the
vacancy occur with a transition event rate of 8.87×1013 Hz,
associated with computed hTST prefactor of 1.87×1013 Hz.
Our results show that, contrary to other complex systems such
as high entropy metallic alloys [48], the H diffusion prefactor
is not significantly affected by its insertion into a vacancy.

With a first H trapped in the vacancy, we add a second one
on the tetrahedral nearest neighbor of the vacancy as shown in
Fig. 2(b) to characterize the evolution of the energy landscape
surrounding the vacancy as a function of the number of bound
H atoms. In each case, we show the H insertion pathways
into the vacancy as H atoms are added one by one onto the
vacancy’s nearest neighbor. The top left diffusion path in
Fig. 2(a) presents the insertion of a single H atom in an empty
vacancy. Figure 2(b) starts from this trapped configuration and
shows the energy landscape associated with a second H atom
coming into the vacancy. This sequence is pursued with a third
(c) and fourth H atom (d). While up to five H atoms can be
inserted into the vacancy, the addition of a sixth atom requires
the detrapping of one H atom first. Adding more H leads to a
lower barrier for H atom detrapping from the vacancy, starting
with 0.54 eV for the first trapped H, 0.42 eV for the second,
0.34 eV for three H atoms, 0.203 eV for four H, and 0.046 eV
for five H. In our simulation, the barrier for the fifth H atom to
trap inside the vacancy is 0.034 eV, while the reverse barrier
is 0.047 eV, close to the barrier of the H in bulk, when no
vacancy exists. Any attempt to add a sixth H to the vacancy
leads to a barrierless detrapping. Moreover, while the elastic
deformation around the vacancy is small with a single trapped
H, these increase as more H are inserted. Figure 3 shows the
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FIG. 2. Energy diffusion pathways associated with H trapping into a vacancy (VHx). (a) Starting with an empty vacancy, trapping of a first
H atom; (b) adding a second H atom to VH1; (c) adding a third H to VH2, and (d) a fourth H to VH3. Insets: Blue indicates an iron atom, while
yellow indicates a H atom. At the center, there is a vacancy indicated by a gray-blue color.

energy landscape as a fifth H atom gets trapped inside the VH4

complex.
Table I provides the incremental binding energies, dis-

cussed in the Methodology section, comparing with other
EAM [49] and DFT without and with zero-point energy cor-
rections [40,44] studies. Our results are within an accuracy
range of other numerical studies (see Table I). In perfect bcc
iron, the H solution energy is calculated as 0.29 eV using
Eq. (7) (where the EH2 equals −4.738 eV), consistent with
previous studies [26]. Binding energies are also in agreement

FIG. 3. Energy diffusion pathway associated with trapping a fifth
H into a vacancy already containing four H atoms (VH4). The inset
is the same as in Fig. 2.

with thermal desorption spectroscopy results [50] where 1–
2 H atoms are estimated to have a binding energy of 0.632 eV,
while 3–6 H atoms have a binding energy of 0.424 eV. We note
that the difference between the energies shown in the Fig. 2
and the incremental binding energy (Table I) is due to the fact
that the latter is obtained using Eq. (6).

3. Effect of H on vacancy diffusion

The previous section describes the trapping of H atoms
inside a vacancy. We now explore the effect of the presence
of H atoms on the kinetics of an isolated Fe vacancy. As
(i) H diffuses faster through the interstitial network than the
vacancy and (ii) the barrier to H detrapping is lower than the

TABLE I. Incremental binding energy of the xth H atom inserted
into a monovacancy (in eV) for this (first column) and previously
published work. Column 2 presents EAM results from Restrepo et al.
[49]. Columns 3 and 4 present results from DFT calculations from
Tateyama and Ohno [40] and Hayward and Fu [44] without zero-
point energy corrections. Column 5 shows Hayward and Fu’s [44]
results with ZPE.

x EB EAM [49] DFT [40] DFT [44] DFT (ZPE) [44]

1 0.603 0.603 0.559 0.498 0.616
2 0.561 0.552 0.612 0.543 0.651
3 0.322 0.298 0.399 0.337 0.381
4 0.213 0.182 0.276 0.304 0.351
5 0.0795 0.056 0.335 0.269 0.296
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FIG. 4. Diffusion pathway for an isolated vacancy in a perfect Fe
bcc crystal.

vacancy (V) diffusion barrier, we focus here only on the bound
complexes (VHx, where x indicates the number of bound H).

In isolation, the vacancy diffuses to one of the eight
first-neighbor positions through a two-step process (Fig. 4):
Moving over a 0.641 eV barrier, the vacancy moves into a
metastable intermediate interstitial state at 0.55 eV above GS
[51]. At this point, the iron atom can take two symmetrical
paths over equal 0.091 eV barriers that either bring the va-
cancy back to its initial position or move it into a neighboring
position, resulting in a first-neighbor vacancy hop.

By inserting one H atom into the vacancy (VH1), the en-
ergy landscape associated with vacancy diffusion pathways
becomes more complex as the eight adjacent iron atoms are
now in unequal environments. Our simulations show that the
barrier for iron atoms in the nearest neighbor of the vacancy
to diffuse into the vacancy depends on the H atom’s position.
Figure 5 shows the position of Fe atoms adjacent to the
vacancy in relation to trapped H. Table II lists the energy
barriers for adjacent Fe atoms diffusing into the vacancy.
There are three different mechanisms in which the Fe atoms
marked 1–4 in Fig. 5 can diffuse, crossing 0.726, 1.105, and
1.39 eV barriers, respectively. Associated pathways lead the
vacancy to reach a first-neighbor site in either one (1.39 eV
barrier) or two steps (barriers of 0.726 and 1.105 eV). Looking
more specifically at the barriers shown in Table II, we see the
inverse barrier for the 1.39 eV mechanism is 0.805 eV, which
indicates that the one-step mechanism is not symmetric and
does not return the system to the same minimum potential, as
the table only presents the first barriers but not the complete
mechanisms. It should be noted, moreover, that the barriers
for Fe to move into the vacancy are calculated with a H in a

FIG. 5. Fe atoms surrounding a vacancy numbered with respect
to a trapped H position. Red indicates Fe atoms, white the Hm and
gray-blue the vacancy site. Fe labels are used in Table II.

fixed position. As shown in Fig. 2, H moves quickly among
sites within the vacancy, so the analysis presented here still
means that VH1 diffusion is essentially isotropic in crystal,
irrespective of the H position in the vacancy.

The lowest insertion barrier for Fe neighboring a vacancy
with a trapped H is at 0.679 eV, slightly above the 0.641 eV
barrier associated with the diffusion of an isolated vacancy.
It is available to atoms marked 5–8 in Fig. 5. This 0.679 V
barrier is the first of a multiple-step pathway that brings the
VH1 complex into a neighboring site. As shown in Fig. 6,
crossing the 0.679 eV barrier (the moved atom is represented
by “1” in Fig. 6) brings an Fe atom into a metastable position
(0.58 eV above minimum) that creates an EAM-characteristic
split vacancy with the H atom in its original place. Moving
over a 0.172 eV barrier completes the vacancy move: We now
have an empty vacancy site moved by one lattice spacing and
an interstitial H into a near metastable octahedral state. As the
H atom is left behind the vacancy, another step, with a 0.02 eV
barrier (0.54 eV inverse barrier) as shown in Fig. 6 finishes the
move of the H atom and brings the VH1 into a new lattice site.
The three steps shown as 2–5 along the reaction coordinate
in Fig. 6 are associated with H diffusion, as it follows and
reintegrates the vacancy. Since the initial H position is off
the octahedral site, the H atom crosses small barriers to reach
a tetrahedral interstitial site and, from there, moves into the
vacancy in the same manner as described earlier. Overall,
following the lowest-energy path, the VH1 complex diffusion
requires crossing an effective barrier of 0.758 eV that defines
the mechanism as concerted, which is 0.117 eV higher than
for an isolated vacancy and is 0.346 eV lower than the next
lowest diffusion mechanism. Note that once the vacancy has
moved, it is also very likely for the H to diffuse away from
the vacancy, breaking the VH complex.

TABLE II. List of the barriers for first-neighbor Fe atoms to move into the vacancy occupied with H atom (VH1). Fe atoms are numbered
according to their position with respect the H (see Fig. 5). Rates are computed using Eq. (4). Root-mean square displacement dsi (df i) between
the saddle point (final minimum) and the initial state are also indicated.

Atom ID Barrier (eV) Inverse Barrier (eV) �i f (Hz) dsi (Å) df i (Å)

Fe 1–4 1.105 0.591 2.65×10−6 1.767 2.521
1.391 0.805 4.23×10−11 1.657 2.653
0.726 0.14 6.23 1.215 1.913

Fe 5–8 0.679 0.0932 3.83×101 0.8813 1.224
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FIG. 6. Diffusion path for the VH1 complex. Fe jumps 0.68 eV
to reach a metastable split-vacancy position in the first step. The
vacancy completes its move, crossing a 0.17 eV barrier. Left behind
the vacancy, the H atom follows it in three steps, crossing low-energy
barriers.

First, detrapping the H opens the door to multiple path-
ways with energy higher than the concerted mechanism. In
one of our simulations, for example, where first the H atom
detraps from the vacancy, followed by the vacancy diffusion,
we observe a total effective barrier of 1.104 eV, higher than the
concerted motion, with the single H first crossing a 0.54 eV
barrier, followed by the diffusion of the isolated vacancy with
a 0.67 eV barrier. The concerted mechanism is therefore fa-
vored for the diffusion of the bound VH configuration.

To assess the validity of this event, we perform ab initio
ARTn simulations for a system with 127 Fe plus 1 H atoms
with a VH1 complex. As with the k-ART+EAM simulation,
the GS position of the H atom in the vacancy is in an offset of
the octahedral interstitial sites. Figure 7 shows the diffusion
pathway of the VH1. As a result of this calculation, the barrier
for VH1 complex diffusion is increased to 0.818 eV with �-
point calculations and 0.782 eV using 2×2×2 k-point mesh,
which is comparable to Ref. [44]’s DFT calculations. Figure 7
shows the comparison between the DFT and associated empir-
ical pathway showing great similarity except for the spurious
shallow metastable minimum at the saddle point, a known
artifact with these empirical potentials [34], as mentioned
earlier in methodology. This supports the EAM’s potential to

FIG. 7. Comparison of the diffusion path for the VH1 com-
plex obtained from k-ART-EAM (red) and ab initio ARTn (navy)
calculations.

FIG. 8. Diffusion path for the VH2 complex. An Fe (represented
by 1) atom crosses a 0.75 eV barrier to reach an EAM-characteristic
split-vacancy configuration. The second step, with a 0.236 eV barrier,
completes the move of the vacancy into its next-neighbor crystalline
site. At that point, both H are outside of the vacancy, with the config-
uration sitting 0.9 eV above the minimum-energy configuration. The
first H moves into the vacancy in three steps, with a total barrier of
0.078 eV, leading to a 0.52 eV relaxation as the first H atom jumps
into the vacancy. The second H follows in four steps, with a barrier
of 0.05 eV, providing an additional 0.47 eV relaxation.

look at more complex defects within large simulation boxes,
which are too costly to evaluate with DFT.

Turning to the vacancy with two H complexes (VH2), we
study two classes of diffusion similar to the VH1 complex.
Diffusion can take place with the vacancy dragging the H
atoms (VH2) or with one of the H atoms first unbinding
(VH1,1H), letting the VH1 jump to a nearby site and rein-
serting the vacancy (VH2). For the first class of trajectory,
we find three different types of mechanisms depending on
where the H atoms are located inside the vacancy, with energy
barriers of 0.755, 1.15, and 1.65 eV at the first step of the
mechanism. As with the single H, these barriers are the first
steps for longer pathways allowing the VH2 complex to move
to a nearest-neighbor site.

Diffusion barriers for the vacancy are strongly affected by
the H position within the vacancy, as previously discussed.
The most probable mechanism, with a 0.755 eV barrier, is
associated with the two H’s positioned on neighboring offset
octahedral sites aligned in the (111) direction (Fig. 8). The Fe
atom (represented by 1 in Fig. 8) crosses a 0.75 eV barrier
to reach the EAM-characteristic split-vacancy configuration.
By the second step, associated with a barrier of 0.236 eV, the
vacancy has moved into its neighboring crystalline site. In this
configuration, both H are outside the vacancy, and the config-
uration sits 0.9 eV above the minimum-energy configuration.
The first H moves into the vacancy in three steps, with a total
barrier of 0.078 eV, leading to a 0.52 eV relaxation as the
first H atom jumps into the vacancy. The second H follows in
four steps, with a barrier of 0.05 eV, providing an additional
0.47 eV relaxation. This class of diffusion has an effective
energy barrier of around 0.978 eV. Clearly, here also, once the
vacancy has moved, H can diffuse away with high probability.

The second class of diffusion mechanisms for the VH2

complex first involves the detrapping of Restrepo et al. [49],
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FIG. 9. The diffusion pathway for the VH2 complex when one
of the H atoms first detraps from the vacancy, crossing a 0.502 eV
barrier which results in VH1 + 1H configuration. As for the
VH1 motion, an Fe then moves over a 0.620 eV barrier into a
EAM-characteristic split vacancy metastable configuration. The Fe
completes its motion, moving the vacancy by one site after crossing
a 0.169 eV barrier and forming a new VH1 + 1H state. During
steps 8–14, the H left behind the vacancy diffuses into the displaced
vacancy.

suggesting that the dominant mechanism first requires one of
the two H atoms to move out of the vacancy. With one of
the H atoms detrapped, an Fe atom adjacent to the vacancy
moves into the empty site. Hence, we have a H atom inside
the vacancy, with the other H atom lying outside of the va-
cancy in the first-nearest neighbor. Their research refers to
this additional trapped H atom as a “helper” atom since it
facilitates the migration of the vacancy. Our simulations show
that the H atom first detraps from the VH2 with a 0.502 eV
barrier, followed by an Fe jump into an EAM-characteristic
split-vacancy site with a barrier of 0.620 eV. A second step
in the diffusion of Fe has an energy barrier of 0.169 eV
and brings the Fe from the previous position to the vacancy
position (a total energy barrier of 1.099 eV). In this configu-
ration, we have one H inside the vacancy and the other left
behind the vacancy site, which means that to complete the
diffusion mechanism, the second H must come and trap inside
the vacancy (see Fig. 9). While we observe, as previously, a
two-step motion for the vacancy diffusing, with a 0.620 eV
barrier into a split vacancy followed by a 0.169 eV barrier to
finalize the motion, Ref. [49] found a single 0.289 eV barrier.
This difference, which is mostly likely due to a step missing
by Restrepo et al., is analyzed in Sec. IV.

Overall, therefore, we find that, for VH2, both vacancy
diffusion first (0.978 eV) and a mechanism where a H detraps
first (a total energy barrier of 1.099 eV) are competing mech-
anisms with very similar probability, contrary to previous
findings [49].

As more H is trapped in the vacancies, the number of po-
tential pathways for the VHx complex increases. In all cases,
however, diffusion of the vacancy becomes more and more
difficult, as little space is available for an Fe atom to diffuse
into the vacancy. A list of all possible first barriers to have
diffusion is listed in Table III as a function of the number of
H atoms. For example, when we have four and five H atoms,
there is only one barrier for vacancy jumping, excluding the

TABLE III. Energy barriers for the first Fe diffusion step towards
the vacancy (to form a split vacancy) as a function of the number of
trapped H atoms.

Number of H atoms Barriers (eV)

1 0.679 0.726 1.105 1.39
2 0.75 0.84 1.15 1.24 1.65 1.73a

3 0.963a 1.33a 1.54
4 1.675
5 1.602a

aThis barrier is for a configuration where a H atom first detraps.

first detrapping of a H. We note, however, that, in some cases,
the motion of the Fe can force detrapping of a H. Figure 10
shows the lowest barrier for the first step in the diffusion of an
Fe in the vacancy. The activation barrier for vacancy diffusion
increases systematically with the number of trapped H, as
space is less available for movement.

8. Effect of H atoms on divacancy diffusion

To understand how H and vacancies interact as more vacan-
cies aggregate, we turn to the case of two vacancies placed in
the second-neighbor position along the 100 direction as shown
in Fig. 11 (inset). This orientation has the lowest formation
energy than for divacancies in the first-neighbor position (111
direction). Launching k-ART from this position, we find that
the two vacancies move together in a four-step motion, cross-
ing an overall 0.63 eV barrier.

From this structure, we then look at the barriers associated
with the first step of Fe diffusion into one of the vacancies
in the presence of zero to eight trapped H (V2Hx) (Fig. 11).
To simplify the analysis, in all cases we started from the H
configuration with the lowest energy. For x = 1 to 4, the first-
step diffusion barrier is almost independent of the number of
trapped H, going from 0.589 to 0.637 eV. Starting with x = 5,
the barrier goes up from 0.785 eV for x = 5 and 1.23 eV for

FIG. 10. Lowest energy barrier (most probable barrier) for one
of the eight iron atoms next to the vacancy to move into a split
interstitial, first step towards moving the vacancy, as a function of
the number of H (x) trapped into the vacancy (VHx). The lowest total
barrier for moving the vacancy (leaving some or all H behind) is
shown for x = 1 and 2.
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FIG. 11. Smallest barrier for the first diffusion step into a EAM-
characteristic split vacancy for any of the 12 Fe atoms next to the
divacancy as a function of the number of trapped H atoms (V2Hx).
Inset: Configuration of the divacancy with x = 0. Gray spheres:
Vacancy sites; red spheres: Fe.

x = 8. As for the monovacancy, therefore, H does contribute
to pinning the divacancy.

IV. DISCUSSION AND CONCLUSION

In this paper, we use k-ART to study vacancy plus H
complexes (VHx and V2Hx) in bcc Fe using a specifically
developed EAM empirical potential [30,31].

As expected, k-ART reproduces known literature results
regarding the Fe-H potential for the diffusion of a single H
atom in a perfect bcc iron, as the H jumps from one four T site
to each of the four-nearest T sites, with a prefactor obtained
using the harmonic transition theory, of 2.22×1013 s−1 and a
0.04 eV barrier. Interestingly, while we could expect a lighter
atom, such as H, to oscillate quickly, the prefactor is near
standard values for the diffusion of heavier atoms [51,52]. Our
simulations identify all the potentially favorable jumps for the
H atom as well as the geometrical details that characterize the
associated diffusion pathway.

Having established the consistency of EAM results with
DFT and experiments, we turn to the interactions between H
and vacancies. We start by characterizing the trapping of H
by a vacancy. We find a strong binding energy for one H in a
vacancy, at 0.603 eV, in agreement with DFT (0.559 eV and
0.60) [40,47] and previous EAM calculations (0.603 eV) [49].
As the vacancy cavity is progressively filled with H atoms, the
configuration becomes increasingly unstable until H atoms are
ejected from it without crossing an energy barrier. This point
of instability is reached when we try to insert six or more H
atoms. This reproduces previous EAM calculations [49], as
more H atoms (1 to 4) lead to a decrease in incremental bind-
ing energy, as shown in Table I. However, DFT predicts for the
fifth H that the binding energy will increase again (0.335 eV),
contrary to our results (0.079 eV). This discrepancy could be
due to small cells for DFT, as elastic deformation of the lat-
tice becomes more important with a large number of trapped

H atoms, or flaws in the EAM description of a H-dense
environment.

We then focus on a detailed classification of the VHx

complex diffusion pathways and assess how H changes the
vacancy’s diffusion mechanisms, starting with VH1 and work-
ing our way up to five trapped H. As discussed in the Results
section, to find the diffusion pathways, we do both k-ART and
ab initio-ARTn simulations for the VHx complex. We generate
a comprehensive description of the diffusion pathways and
energy barriers. For VH1, k-ART finds seven different acti-
vated events (this includes events where the H moves inside or
leaves the vacancy). Based on this extensive catalog, two rel-
evant full diffusion pathways are reconstructed, including the
lowest-energy path leading to VH1 complex diffusion. This
lowest energy path follows an asymmetric diffusion trajectory
where, first, an Fe moves over a 0.679 eV barrier to form an
EAM-characteristic metastable split vacancy, 0.58 eV above
the GS (Fig. 6). The vacancy is reunited once the system
moves over a 0.172 eV barrier, 0.532 eV above the GS. In
this configuration, the H finds itself in a metastable quasioc-
tahedral interstitial site outside of the vacancy and requires
three further steps to move into the displaced vacancy site
with a barrier of 0.02 eV (0.54 eV inverse barrier). Overall,
therefore, the total effective diffusion energy barrier for the
VH1 complex is 0.758 eV. Except for the known metastable
state EAM-characteristic artifact, this pathway is similar to
that generated using ab initio-ARTn. Calculations show that it
takes place through a vacancy jump with a barrier of 0.818 eV
followed by a jump of the H atom to trap again inside the va-
cancy (Fig. 7), consistent with an ab initio study by Hayward
and Fu [44], who found a 0.76 eV barrier when corrected for
zero-point energy (0.79 eV without correction for zero-point
energy).

This is the same mechanism as the one found by Restrepo
et al. (with the 0.759 eV barrier) [49] in a simulation of
vacancy diffusion in the presence of H in bcc Fe using parallel
replica dynamics, the nudged elastic band method, and an
analytical model by calculating minimum energy paths of
migration. However, Restrepo et al. suggested rather that the
reverse path is most favorable, with H moving out first. This
reverse mechanism (see Fig. 6) has, of course, the same over-
all diffusion barrier as the forward mechanism. However, even
though the barrier to removing a H (first step) is lower, it is less
likely, from a kinetic point of view: The need to cross multiple
metastable steps before reaching the maximum barrier should
make it less likely to occur than with the vacancy moving first.
Clearly, further analysis is needed to quantify this question.

We note that a more straightforward jump, with H de-
trapping first, is also observed in our simulation. However, it
requires crossing a 1.104 eV effective barrier, corresponding
essentially to the H detrapping barrier plus that of a vacancy
diffusion, making this mechanism much less probable than
with the vacancy moving first.

For the VH2 complex, diffusion can take place mainly
through two mechanisms: with the vacancy dragging the H
atoms (VH2) together for diffusion or with the unbinding
one of the H atoms first (VH1,1H), letting the VH1 move
to an adjacent site and reinserting H inside it (VH2). For
this complex, the diffusion of the vacancy ahead of the H
(first mechanism) is the most probable, closely followed by a
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mechanism led by H detrapping. The first mechanism, shown
in Fig. 8, involves the production of a split vacancy, after
crossing a 0.75 eV barrier, followed by the completion of
the vacancy jump through a 0.236 eV barrier. This brings the
system into a metastable state (0.899 eV above GS), with the
vacancy having jumped one lattice site, leaving behind the
two H. In three steps, one of the H moves into the vacancy
(0.448 eV above the GS), followed, in four steps, by the
second H. The total effectiveness of this system is equal to
0.978 eV, higher than for the VH1 complex. As discussed
above, starting with first unbinding a H, raises the overall
barrier to 1.09 eV, presenting a similar probability.

This conclusion is different from the one presented by re-
search [49] for the diffusion of the VH2 complex, based on the
identification of a 0.743 eV barrier. In the same spirit as for the
VH1 complex, Restrepo et al. suggested that a H atom detraps
from the vacancy first, followed by an Fe atom jumping into
it. However, this underestimates the overall barrier as it misses
the second step, which involves crossing a 0.62 eV barrier,
and instead suggests a direct move from state 2 to state 4 (see
Fig. 9). As shown in Fig. 9, the H atom first detraps from
the VH2 with a barrier of 0.502 eV (VH1, 1H), then the Fe
atom jumps to the split vacancy site at 0.62 eV, resulting in a
metastable position. A second energy barrier in Fe diffusion
is 0.169 eV, then the Fe jumps from the metastable to the
ground position (1.099 eV total energy barrier). H atoms be-
hind the vacancy are diffused to come around and trap inside
the vacancy, resulting in steps 8–14 in Fig. 9. Although this
difference could be due to the EAM potential that we use
in our simulation, the missing split interstitial in Ref. [49]
suggests that the pathway was not fully reconstructed. Our
results are also compatible with a general trend obtained by
looking at all mechanisms for the diffusion of VHx com-
plexes, with x = 1 to 5. As expected from the binding energy,
the V+xH complex diffusion barrier increases with x, in-
dicating that adding more H leads to stronger trapping of
vacancies.

As shown by Hayward and Fu [44], zero point vibrational
energy (ZPE) corrections reduce the trapping energies by
about 0.11 eV for VH1 and VH2 complexes and by 0.04 eV for
VH3 and VH4 complexes and almost zero for VH5 complexes.
Although ZPE corrections may play an important role in the
motions of H atoms inside vacancies, their effect is small
for trapping and diffusion pathways of VH complexes. The
diffusion of the divacancy is also examined in the presence
of H atoms (V2Hx complex) as well as in the absence of
H atoms in this paper. The barrier for the first step in the
diffusion of a divacancy is 0.63 eV (consistent with KMC
studies 0.62 eV [53]), while the first barrier increases up to
1.23 eV once we have eight H atoms. This pinning is weaker
than for a monovacancy with H: As shown in Figs. 10 and
11 in the case of once vacancy diffusion, the barrier equals
0.64 eV, and first adding H will raise the barrier to 0.679 eV
(for the first barrier of diffusion mechanism) and 1.602 eV
for the case of five H. This suggests that the pinning effi-
ciency of H is reduced as the size of the vacancy cluster
increases. Since these large clusters diffuse less, this effect is,
nevertheless, decreasing significantly with the vacancy cluster
size.

Overall, therefore, H atoms trapped in vacancies tend to
slow their diffusion, in agreement with a recent experimental
study [15] that has shown that hydrogen trapping stabilizes
vacancies and inhibits their diffusion, resulting in HE. An
iterative process can result where the trapped hydrogen is re-
leased by vacancies, resulting in the diffusion of the vacancies,
before being trapped again, as H diffuses quickly through
the lattice. TXM results [14] suggest that the nanovoids are
not able to grow to sizes larger than 100 nm when voids
are stabilized by H, supporting our observation. As demon-
strated as well in Ref. [54], in a variety of test conditions,
high-resolution SEM studies of quasibrittle fracture surfaces
showed that fracture occurs as a result of nanovoids in the
presence of hydrogen. Numerical studies have also shown that
the hydrogen-vacancy complex is thermally stable and has
low diffusivity [55,56]. Reference [55] investigated the role of
hydrogen-vacancy complexes in nucleating and growing proto
nanovoids upon dislocation plasticity in bcc Fe by molecular
dynamics and cluster dynamics simulations. VnHx complexes
are thermally stable, according to them. Earlier studies have
consistently found that hydrogen-induced vacancies in ma-
terials are strongly linked to premature fractures caused by
hydrogen exposure [57]. These vacancy-based mechanisms
contribute to the development of cracks in Fe, thereby em-
brittling it. A significant amount of H can be trapped at the
vacancies, leading to an increase in local H concentration
without the likelihood of H accumulating in bulk interstitial
sites. It is possible to achieve a sufficiently high H concentra-
tion in Fe, which has a very low equilibrium H concentration
in bulk, to successfully induce HE.

It remains unclear why and how nanovoids, detected be-
hind fracture surfaces, contribute to HE, as observed in other
experimental studies [13,54]. Further research is needed to
answer this question with regard to vacancy clustering, as well
as the interaction of VnHx complexes with other defects such
as grain boundaries and dislocations.

As a result, k-ART provides a comprehensive and detailed
understanding of all diffusion mechanisms, allowing both
mechanistic insights into the embrittlement process and quan-
titative prediction capabilities. We are also able to support the
k-ART results with DFT calculations. Beyond what was dis-
cussed, k-ART has great potential for the future of modeling
H-defect interactions and improving our understanding of HE
on an atomic scale, which will lead to the development of
HE-resistant materials.

The k-ART and ab initio ARTn packages are freely avail-
able upon request. Please contact the authors for access to the
repository.

ACKNOWLEDGMENTS

This work is supported in part by a grant from the Nat-
ural Sciences and Engineering Research Council of Canada
(NSERC). We are grateful to Calcul Québec and Compute
Canada for providing generous computer resources. This
study was facilitated by the powerful OVITO software devel-
oped by A. Stukowski [58], which assisted in analyzing and
illustrating atomic configurations. You can access OVITO at
Ref. [59].

123605-10



KINETICS OF HYDROGEN AND VACANCY DIFFUSION IN … PHYSICAL REVIEW MATERIALS 7, 123605 (2023)

[1] M. Nagumo, Fundamentals of Hydrogen Embrittlement
(Springer, Singapore, 2016), Vol. 921.

[2] W. H. Johnson, Proc. R. Soc. London 23, 168 (1875).
[3] R. Oriani, Annu. Rev. Mater. Sci. 8, 327 (1978).
[4] S. M. Myers, M. Baskes, H. Birnbaum, J. W. Corbett, G. DeLeo,

S. Estreicher, E. E. Haller, P. Jena, N. M. Johnson, R. Kirchheim
et al., Rev. Mod. Phys. 64, 559 (1992).

[5] H. Wipf and R. Barnes, Hydrogen in Metals III: Properties and
Applications (Sringer, Berlin, Heidelberg, 1997), Vol. 73.

[6] A. Pundt and R. Kirchheim, Annu. Rev. Mater. Res. 36, 555
(2006).

[7] M. L. Martin, M. Dadfarnia, A. Nagao, S. Wang, and P.
Sofronis, Acta Mater. 165, 734 (2019).

[8] M. Nagumo and K. Takai, Acta Mater. 165, 722 (2019).
[9] M. Nagumo, Mater. Sci. Technol. 20, 940 (2004).

[10] P. R. Monasterio, T. T. Lau, S. Yip, and K. J. Van Vliet,
Phys. Rev. Lett. 103, 085501 (2009).

[11] L. Vandewalle, M. J. Konstantinović, K. Verbeken, and T.
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